Hypothesis testing in generative grammar:
Evaluation of predicted schematic asymmetries

Hajime Hoji
University of Southern California

This paper explores how tigpothetico-deductivemnethod can be applied to research concerned with
the properties of the language faculty. The papst discusses how we can try to identify informant
judgments that are likely a reflection of propestaf the Computational System (or properties of the
language faculty that are directly related to them@utational System), proposes a method of
hypothesis testing in line with thieypothetico-deductivenethod, and provides an illustration by
examining the predictions made under the lexicghotiyesis thatotagai in Japanese is a local
anaphor.
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1. Introduction
In the seventh lecture of his 1964 Messenger Lestat Cornell University “Seeking New Laws”,

Richard Feynman states:

In general, we look for a new law by the follogiprocess. First we guess it. Then we compute the
consequences of the guess to see what would bédriplthis law that we guessed is right. Then we
compare the result of the computation to naturéy experiment or experience, compare it directlthwi
observation, to see if it works. If it disagreeshaéxperiment, it is wrong. In that simple statetrisrthe
key to science. It does not make any difference heautiful your guess is. It does not make any
difference how smart you are, who made the guessyhat his name is—if it disagrees with the
experiment, it is wrong. That's all there is tdeynman 1965/94: 150)

Feynman continues by adding the following "obvicemarks'

" | am indebted to the late Yuki Kuroda for his em@mement and friendship over the years. | hopettieacomments and
concerns he conveyed to me about the content imukgb 2009, and especially about the presentatibrihe first few
chapters of a draft of Hoji (2009) have made tlapgr better than what it would have been withoefrthalthough he might
say, with his usual grin, that he is not sure altoat. | would also like to thank Yasuo Deguchiy@iae Scherzer, Jennifer
Smith for their comments on (an) earlier versionfsthe paper. Detailed comments by Teru Fukaya, Maokai and Kiyoko
Kataoka on several draft versions have resultethilch improvement; so have comments by Chris Kenrsedly Hiroki
Narita on a related work. Discussions with Ayumiydiea and Yuki Takubo over the years have helpedome the views
presented here. | would also like to thank JJ Nafkeyfor his comments. None of the aforementionedsponsible for the
remaining errors and shortcomings of the papelfidtarersions of sections 2-3 of the present pdyaete appeared in Hoji
(2010).

! The “obvious remarks” should not be taken as rizduthe significance of “the key to science” in first quote. The point
intended in the “obvious remarks” is not that wewdd not concern ourselves with empirical detaild the testability of our
hypotheses. That is given. On the contrary, thetpdfithe "obvious remarks" must be about the ingure of empirical (as
well as theoretical) rigor. The point seems to lkikee missed or misrepresented in Boeckx (2006)gijpg from the way
Feynman's remarks are cited there (p. 89, footBdtefor example); see section 5.3 below for relatetussion. Similar
remarks seem to apply to the way Lakatos’ worktesddn Boeckx (2006), as pointed out in KurodaQ@0footnote 3).



It is true that one has to check a little to makee that it is wrong, because whoever did theegxent

may have reported incorrectly, or there may hawnts®mme feature in the experiment that was noteati
some dirt or something; or the man who computedctimsequences, even though it may have been the
one who made the guesses, could have made sonakenistthe analysis. These are obvious remarks, so
when | say if it disagrees with experiment it isomg, | mean after the experiment has been chethed,
calculations have been checked, and the thing éas tubbed back and forth a few times to make sure
that the consequences are logical consequencestlfimmuess, and that in fact it disagrees withrg ve
carefully checked experiment. (Feynman 1965/98:-156

This paper sketches how the above-mentioned desmeatific method, schematized in (1), can
be applied to research concerned with the propeofi¢he language faculty.

(2) The general scientific method (i.e., thgothetico-deductivenethod):
\Guesls —+ Computing Consequences — Compare withriiment

One may object that physics may not be the righidfifor us to turn to. After all, it seems to be
commonly understood that in fields other than ptg/gand those closely related to ptedictions are
about differences and/or tendencies not about pailies; cf. Meehl (1967: 264) and Barnard et al.
(2007), for example. The research that underlissgaper, however, pursues the thesis that we ede m
point-value predictions in language faculty scie(med we in fact should, given the conception @f th
language faculty and the research heuristics addptee) although the page limit does not allow me t
provide afull illustration of how that can be done.

Section 2 addresses methodological issues andsnaaposal for testing our hypotheses about
properties of the language faculty. Section 3 mtesia brief illustration of the proposal. Sectioofiérs
a summary of the proposed methodology, making eefer to two research heuristics, and some
implications are discussed in Section 5. The laggudealt with is Japanese. The late Yuki Kuroda's
research has been guided by the belief that hypethabout the language faculty can be tested by
careful experiments dealing with (a) particulargaage(sf. The work presented here tries to follow in
his footsteps.

2. Proposal

2.1. The goal of generative grammar and the computianal system

In what follows, | usegenerative grammato refer to research concerned with the propeuiethe
language faculty, and more in particular with thof¢he Computational System as it is hypothestred
be at the center of the language faculty and usadfectivegenerativeaccordingly’ | also assume that

a major source of evidence for or against our Hypsgs concerning the Computational System is
informant judgments, as explicitly stated by N. @ity in Third Texas Conference on Problems of

2 Kuroda (1999: section B3 3Lk HBISCHE % ERRE & L TRMMGEEIC L » TlER &N 5 [The discovery of the
properties of UG is sought in the laboratory ofaatigular grammar by the hypothesis-testing metlhdid]), contains some
relevant remarks.
% The methodological proposal in this paper is base#foji (2009). A more complete discussion andHer illustration will
be provided in separate works.
* This is perhaps too narrow a characterizatiogasferative grammarsee Culicover and Jackendoff (2005): chapteod, f
example, for remarks on a wide spectrum of researi@ntations and practices under the namgeferative grammar
Furthermore, given the actual practice in the fldr the years, one might even object to equajergerative grammawith
language faculty sciencén this paper, we shall not be concerned withtdreninological issues and | will uggenerative
(gramma)) in the way just noted in the text.
2 JJL2010.doc
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Linguistic Analysis in Englisiay 9-12, 1958, published in 1962 by the Universit Texas’

Minimally, the language faculty must relate ‘sosnhdand signs in a sign language) and
‘meanings’. A fundamental hypothesis generative grammars the existence of the Computational
System at the center of the language faculty. Stbkemsky (1993), it is understood in generative
research that the Computational System is an #fgorivhose input is a set of items taken from the
mental Lexicon of speakers of a language and wbagaut is a pair of mental representations — one
underlying sounds/signs and the other ‘meaningsllowing the common practice in the generative
tradition since the mid-1970s, let us call the ferna PF (representation) and the latter &F
(representation). The model of the Computationat&y CS as suggested in Chomsky (1993) can be
schematized as in (2).

(2) The Model of the Computational System:
Numeratioru => => LH(Q)
U

PF@)
Numeratioru: a set of items taken from the mental Lexicon
LF(u): an LF representation basedon
PF{): a PF representation basedion

The PF and the LF representations in (2) are meariie abstract representations that underlie a
sequence of sounds/signs and its interpretatispectively. The specific implementations of theliag
idea behind (2), as they have been suggested asdqulin works subsequent to Chomsky (1993), are
inconsequential to the present discussion as facas tell; they would be only if they would caburte

to yielding testable predictions distinct from wheaitl be discussed below. Our hypotheses about the
Computational System are thus meant to be about uvitkerlies the language users’ intuitions aboet th
relation between sounds/signs and ‘meanings’ dsctefns of properties of the Computational System.
The main goal ofjenerative grammacan therefore be understood as demonstratingkibeerce of the
Computational System by discovering its propefties.

2.2. The model of judgment-making

As noted, the language faculty must relate souigphs’sand ‘meanings’. By adopting the thesis that
informant judgments are a primary source of evidefor or against hypotheses concerning the
Computational System, we commit ourselves to tee/that informant judgments are, or at least can be
revealing about properties of the Computationalt&ys While it may not be obvious how, it seems

® Chomsky's remarks ifihird Texas Conference on Problems of Linguistialysis in Englishtseem to point directly to what
he had in mind at least around 1958, in my viewardirectly than what we typically find in his wrigis in the 1950s and
1960s and the subsequent years. One of many sodrk® by Chomsky in that volume is reproduced Hprel68 of the
1958 volume); see also Chomsky (1986: 36-37).
Hill: Linguistic intuition is itself a system, mlost a complete grammar. If it is good enough, Wbther with any other grammar?
Chomsky: Because | am interested in explainingtiotu If you cannot accept this as the purposéngjuistic study, | am lost. | would
like to get a theory which will predict intuitions.
Obviously, informant judgments are not the onlyrseuof evidence for or against hypotheses aboutCbwnputational
System. If one seeks evidence elsewhere, one mticstlate how such ‘evidence’ is related to the dityyesized properties of
the language faculty so as to ensure, and hopefodlyimize, testability of the hypotheses. | takattto be a minimal
methodological requirement for using evidence offfian informant intuitions in empirical researchncerned with the
properties of the Computational System.
® Construed in this way, it is not language as adtemmal object’ but thdanguage facultythat constitutes the object of
inquiry in generative grammar, as stated expliégitlhomsky (1965: chapter 1).



reasonable to assume that the Computational Systenade use of’ during the act of judgment-making.
For, otherwise, it would not be clear how informaritgments could be taken as evidence for or agains
our hypotheses about the Computational System.alNeschematically express this as in (3).

3) Embedding the Computational System in the rhotieidgment-making:

(@ b)
a = [p => CS => LF(y)]| ==>p
U

PF)

a. y(a, b): an intuition that two linguistic expressienandb are related in a particular manher
b. a:the presented sentence
c. [B:the informant judgment on the acceptabilityoofindery(a, b)

The boxed part in (3) is the Computational Systeee (2). The informant is presented sentenead
asked whether it is acceptable, or how acceptalie under a particular interpretatiga, b) involving
two linguistic expressiona andb. As noted above, insofar as informant judgmengsamsumed to be
revealing about properties of the Computationak&ys the Computational System must be involved in
the act of judgment-making by the informant. Giwbat a numeration is input to the Computational
System, it thus seems reasonable to hypothesizewiii@n making his/her judgment, the informant
comes up with a numeratignand compares (i) the two output representatiossedany with (ii) the
'sound’ (i.e., the presented sentemgand the relevant 'meaning’ under discussion the.interpretation

y(a, b)).
The following model of judgment-making by informampresents itseff.

" Among the examples of “an intuition that two ligfic expressiona andb are related in a particular manner” are so-called
anaphoric dependency, dependency of so-calledblarénding and so-called scope dependency. Ifepeasent the relevant
relations asy, y, andy', they can be expressed y¥3ohn, himself) inJohn praised himseglf/(everyone, his) ireveryone
praised his familyandy'(everyone, someone) @veryone praised someorgee footnote 9 below.

® The model in (4), which is adapted from the prapas a series of works by Ayumi Ueyama, includidgyama (2010),
can be understood as characterizing a specializdrice of the model of comprehension. It may bk tweemphasize, as
Ueyama points out, that the act of judgment-makingre often than not, requires that informants almething that is not
involved in ordinary language use. As | hope wal tmade clear in the ensuing discussion, such ig#ln is necessary in
extracting ‘information’pertaining to the properties of the Computationgst8mfrom informant judgments. It may be an
interesting exercise to compare (4) with the madetomprehension discussed in Townsend and Be@1(2 Hoji (2009:
Appendix) compares (4) with the model of judgmertking suggested in Schitze (1996: 175).
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(4) The Model of Judgment-Making by the Informamt the acceptability of sentencea with
interpretation y(a, b)’ (based on Ueyama (2010)):
- Compatibility Check -

y(a, b) Lexicon

QN

i
W\
AN

. Numeration __ _ _ -
a = Extractor > M 7| CS | = LR =>|SRE
U

PF()
U

- Non-distinctness Check - pf(p) | ~s~~=~mas B
a: the presented sentence
M: numeration

y(a, b): the interpretation intended toibeludedin the ‘meaning’ ofx involving expressiona
andb

LF(): the LF representation that obtains on the bafgis

SR[): the information that obtains on the basis of )F(

PF(): the PF representation that obtains on the lodigis

pf(): the surface phonetic string that obtains onbisis of PR()*°
: the informant judgment on the acceptabilityoofindery(a, b)

oo

Se oo

The “==>"in (4) indicates that a numeration is umpo the Computational Syster@% and its output
representations are LF and PF, and ®Rtand pf obtain based on LF and PF, respectively. What is
intended by 4~>", on the other hand, is not an input/output relatamtoughly indicated in (3}.

(5)a. Presented Senterece~> Numeration Extractor: ... contributes to ...
b. y(a, b)=~> Numeration Extractor: ... contributes to ...
c. Numeration Extracter~> numeratiorp: ... forms ..
d. M, b) — Compatibility Check — SR{~~> Judgmenp: ... serves as a basis for..
e. [ - Non-distinctness Check - pi(~~> Judgmenf: ... serves as a basis fot*..

° Itis argued in some depth in Hoji (2009: chagiethat it would be qualitatively more difficult tnaximize our chances of
learning from errors if we dealt with simple (urdaptabilitywithout consideringy(a, b). Due to space limit, | cannot provide
the relevant arguments in this paper; but see@edt below.

9 The introduction oSRandpf is not crucial for the purpose of the empiricalaission in this paper, and equatirgand
PF toSRandpf, respectively, would not affect the ensuring désion.

1 As discussed in some depth in Hoji (2009), the ehad judgment-making in (4) can be regarded asmsequence of
adopting the theses, shared by most practitiorfegemerative grammar, that the Computational Syste(8) is at the center
of the language faculty and that informant judgreeate a primary source of evidence for or against ypotheses
pertaining to properties of the Computational Syste

2 It is assumed that "Numeration Extractor" makésremce to "Lexicon."

13 Compatibility between SRJ andy(a, b) or the lack thereof serves as a basig.for

14 Non-distinctness between pj(anda or the lack thereof also serves as a basip.for



2.3. Informant judgments and the fundamental asymmiey

Crucial for making testable predictions is a claimvhich is called in Hoji (2009) bridging statement-
thaty(a, b) (see (4b) and footnote 7) arigedy if what corresponds ta stands in a certain structural
relation with what corresponds boat LF® It seems reasonable to assume that the informdgtjent

3 can be affected by difficulty in parsing and tmaturalness of the interpretation of the entirdesgce

in question. Therefore, even if the informant (duetly) finds a numeratiop that would result in pf()
non-distinct froma and SRii) compatible with the interpretatiofia, b), that may not necessarily result
in the informant reporting that is (fully) acceptable undexa, b). On the other hand, if the informant
fails to come up with such a numeratipin the informant's judgment oa undery(a, b) should
necessarily be “complete unacceptability”. Forthat case, the informant fails to “arrive at” $IR(
compatible with the interpretatiop(a, b) presumably because the hypothesized stalctondition
necessary foy(a, b) is never met iany LF(i) no matter what possible might be tried. This is the
source of the fundamental asymmetry betweerSehemabased prediction and afiSchemebased
prediction (to be discussed in the next subsectiotgrms of the significance of their failure. Tladure

to understand the asymmetry seems to me to hautte@sn a great deal of confusion in the field ove
the years, including how to deal with, and asgesiggmental variations, fluctuation and disputesheirt
significance would differ tremendously, dependimppr which of the two types of predictions is being
addressed. This also seems to me to have contiboitidne formation of the common perception that it
IS not possible to obtain informant judgments eategorical nature, and hence it is not possibladke
“point-value” predictions in research concernedhviite language faculty. The asymmetry will play the
most crucial conceptual basis of what will be pn¢sé in this paper.

2.4. Empirical rigor, basic units of facts, andconfirmed schematic asymmetries

The minimal empirical prerequisite for effectiverguit of the discovery of the properties of the
language faculty is being able to identify inforrhantuitions that are a likely reflection of propies of
the Computational System hypothesized to be ateheer of the language faculty. Without being able
identify what is a likely reflection of propertied the Computational System, neither could we dpeci
the consequences of “our guess” about the Compu#dtiSystem nor could we compare them with the
results of a “very carefully checked experiment”.

It is proposed in Hoji (2009) that what we canamrehas a likely reflection of properties of the
Computational System is@nfirmed schematic asymmesych that sentences conforming to one type
of Schema are always judged to be completely upsabke under a specified interpretation while those
conforming to the other type of Schema, minimalljfedent from the former in terms of the
hypothesized formal property, are not necessaridgéd to be completely unacceptable. The asymmetry
follows from the considerations given in the prengdsubsections. In Hoji (2009), the former type of
Schema is called ¥Schema(which can be read as “star schema”) and senteza@&@®rming to it are
called *Examples(which can be read as “star examples”) and therlaype of Schema is called an
°*Schemaand sentences conforming to it are caffkample.

A *Schemabased prediction is as in (6), and one of the iptesformulations of arfSchema
based prediction is as given in (7):

(6) A *Schemabased prediction:
Informants judgany*Exampleconforming to @Schemao becompletely unacceptabilender

5 Predictionshere cover both predictions and retrodictions.
6 JJL2010.doc
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interpretationy(a, b).

(7) An°Schemabased prediction—version®{:
Informants judg&Examplesonforming to art*Schemao be acceptable (to varying degrees)
under interpretatiog(a, b).

There are two crucial points intendeddphematic asymmetrie®ne is that the contrast of significance
IS notbetween exampldsut it is betweenSchemataThe other is that the contrast must be suchahat
*Schemabased prediction has survived a rigorous discordiron attempt and is accompanied by the
confirmation of the correspondiffschemabased prediction(s).

While the formulation of &Schemabased prediction in (6) is “definitive”, so to sie there is a
continuum of formulations for af‘Schemebased prediction. Instead of (7), one can adopt f(8
example, which is less stringent than (7) becalsexistence dfist one®Examplethat is judged to be
acceptable would confirm (8).

(8) An °*Schemebased prediction—version 2:
Informants judgsome®*Exampleconforming to arf“Schemao be acceptable (to varying

degrees) under interpretatigfa, b).

If we adopt the formulation of a#iSchemebased prediction in (7) or (8) — taking the foration of a
*Schemabased prediction in (6) as ‘invariant’ —, we cdats the fundamental asymmetry as follows:
°%*Schemebased predictions cannot be disconfirmed and tay only be confirmed*Schemabased
predictions, on the other hand, can be disconfiraldtbugh they cannot be confirmed because it is no
possible to consider all th&xamplesthat would conform to &chema provided that there is at least
some freedom as to how a given Schema gets irsi@ehtby a particular Example, with regard to the
choice of particular lexical items or the additminan optional phrase (which is reasonable give we
are concerned with properties of the Computatiddgstem, and also in light of the "Maximize
testability" heuristic, to be addressed below).

For the reasons noted above, we should expectletemmacceptability if there is no numeration
p corresponding tor that would result in (i) LR() (hence SRY()) compatible withy(a, b) and (ii) PR()
(hence pfl)) non-distinct froma. The content of &Schemabased prediction is that there is no such
numeration. The informant judgment thatis not completely unacceptable undgn, b) (even if not
fully acceptable) would therefore disconfirm*&chemabased prediction because that would mean,
contrary to the prediction, that there is numeratiocorresponding tax that would result in LF()
(hence SR{)) compatible withy(a, b) and Pk( (hence pfi)) non-distinct froma. a’s not-fully-
acceptable status undgfa, b) must be due to extra-grammatical factdr(s\vhile the marginal
acceptabilitywould thus disconfirm &Schemabased prediction, it would be compatible with, &uetce
would in fact confirm, aff*Schemebased prediction as formulated in (7) or(8).

6 We will consider below two other possible formidas of ar’*Schemabased prediction.

' What is disregarded here is the possibility thee informant does not fully understand the intenifedrpretation as
provided in the instructions; the informant judgmém such cases could not be revealing about tlpegsties of the
Computational System under discussion. We shoygldarminimize such a possibility by improving thesign of the
experiment and also conducting preliminary expenitsieThe space limit, however, does not allow m#lustrate how that
can be, and has been, done.

18 As pointed out, fluctuation and variation are estpd if we are considering &fSchemabased prediction but not if we are
considering &Schemabased prediction. When judgmental disagreementflactuation are observed, it must therefore be
understood clearly whether we are considerift@ehemabased prediction or dfiSchemabased prediction. What is most
crucial is that there be as little fluctuation aratiation as possible in informant judgment witlyared to*Schemabased

7



Given that thailtimatetestability of our hypotheses lies in their besudpject to disconfirmation,
what makes our hypotheses testable is *hehemabased predictions they give rise to. To put it
differently, it is most cruciallyby making*Schemabased predictions that we can seek to establish a
basic unit of facts that needs to be explained asearch concerned with the properties of the
Computational System and that serves as evidencer fagainst hypotheses about the Computational
System.

To ensure that the complete unacceptability ofEramplesis indeed due to the hypothesized
grammatical reason, we must also try to demonsttee (i) ®Examplesthat minimally differ from
therExamplesin terms of the hypothesized formal property areeptable undey(a, b) (at least to some
extent) and (i**Examplesthat are identical to th€Examplesbut do not involve interpretatioy(a, b)
are acceptable (at least to some extent). The &ty of the former type of*Exampleswould
indicate that the complete unacceptability of tRgamplesunder discussion cannot easily be attributed
to the unnaturalness of the "meaning" of the erdeatence. The acceptability of the latter type of
°Exampleson the other hand, would indicate that the coteplmacceptability of theExamplescannot
be due to parsing difficult}?

Let us say that a predicteathematic asymmetrgets confirmed, i.e., aonfirmed schematic
asymmetryobtains, if and only if the informants’ judgmeimts *Examplesare consistently “completely
unacceptable” and their judgments on the correspgritExamplesarenot “completely unacceptable”.
By using the numerical values of “0” and “100” fmomplete unacceptability” and “full acceptability”
respectively, we can express what we intend asvisltl aconfirmed schematic asymmetfytains if and
only if the “representative value” of th&chemais 0°° and that of the correspondifitSchematas
higher than G The *Schemabased prediction in question must survive a rigsrdisconfirmation
attempt while at the same time the correspondfisghemebased predictions must be confirmed.
Otherwise, the predictezthematic asymmetdoes not get confirmed. On the basis of the cenaitbns
given above, | would like to suggest tlitanfirmed schematic asymmetrias regarded as “basic units of
facts” for research concerned with the propertieshe Computational System, i.e., as long as our
research is concerned with the properties of then@ldational System of the language faculty, our
hypotheses should make predictions about, and lxuaed in terms ofconfirmed schematic
asymmetries

As noted, while the requirement on tifechemabased prediction is quite stridipw strict a
requirement we should impose on S8chemébased predictions may depend on various factors. |
seems clear, however, that we cannot expect toimoawthers if the “representative value” of our
%*Schemds 10, 20, or 30, for example, on the scale of (@t complete unacceptability) to “100” (for
full acceptability), even if that of the correspamgl*Schemais 0. While it is bound to be a subjective

predictions. The recognition of this point reduties degree of murkiness of the relevant informadgments considerably,
and thereby resulting in a substantial increagbetestability of our hypotheses.
19 It is sometimes not possible to construct theetatype of*Examples We can in such cases try constructifxamples
whose acceptability would indicate that the comglenacceptability of the correspondirigxamplesis likely to be
independent of parsing difficulty.
20 |n actual practice, we must allow some room far possibility of “errors” committed by informanté/e might therefore
have to be “content” with something like “5 or Iéss “around 5” as the “representative value” (ithe average score/value)
of the *Schemaamong the entire informants, on the scale of “@r (complete unacceptability) to “100” (for full
acceptability). It must be understood that, if samfermantsconsistentlyfind *Examplesof a given*Schemamore or less
acceptable, that should be regarded as a seri@lierfe to the hypotheses in questawen ifthe “representative value” of
the*Schemaamong theentire informantdgs quite low; see footnote 49 below.
2L The “representative value” of a Schema is compb&skd on the informant judgments on the Examplasdonform to
the Schema; see Ueyama (2010) for more detailghht follows, the “average score/value” is sometimsed instead of the
“representative value."
8 JJL2010.doc
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matter to determine what the “representative vabfehe®Schematahould be in order for @onfirmed
schematic asymmetrip obtain, the researchers themselves perhapddsiaspire to the “standard”
suggested in (9) below, leaving aside its actuasifglity in every single experimefft.

(9) An °Schemébased prediction—version 3:
Informants judgeevery ®Example(in an experiment) conforming to &fSchemato be fully

acceptableunder interpretatiog(a, b).

One might suggest that identifyimgnfirmed schematic asymmetrissanalogous to the rigorous
observation and recording of the positions of pismwne by Tycho Brahe and other such observations
in physical sciences; see Feynman's 1965/94 rerbaits>>

... The ancients first observed the way the ptaseemed to move in the sky and concluded thgtathe
along with the earth, went around the sun. Thisalisry was later made independently by Copernicus,
after people had forgotten that it had already beade. Now the next question that came up for study
was: exactly how do they go around the sun, thawith exactly what kind of motion? Do they go with
the sun as the centre of a circle, or do they gebme other kind of curve? How fast do they moved A
so on. This discovery took longer to make. The siraéter Copernicus were times in which there were
great debates about whether the planets in fact areind the sun along with the earth, or whether t
earth was at the centre of the universe and sdloen a man named Tycho Brahe evolved a way of
answering the question. He thought that it mighhaps be a good idea to look very very carefullg &m
record exactly where the planets appear in theaky,then the alternative theories might be disisiged
from one another. This is the key of modern scierit was the beginning of the true understanding
Nature — this idea to look at the thing, to rectind details, and to hope that in the informatiomsth
obtained might lie a clue to one or another thégakinterpretation. So Tycho, a rich man who owaed
island near Copenhagen, outfitted his island witagbrass circles and special observing positiand,
recorded night after night the position of the plsn It is only through such hard work that we find
out anything.

When all these data were collected they canmeti@ hands of Kepler, who then tried to analyse
what kind of motion the planets made around the Amd he did this by a method of trial and errot. A
one stage he thought he had it; he figured outttf&t went around the sun in circles with the sffn o
centre. Then Kepler noticed that one planet, Ikhinvas Mars, was eight minutes of arc off, and he
decided this was too big for Tycho Brahe to havelenan error, and that this was not the right answer
So because of the precision of the experimentsdseable to proceed to another trial and ultimdtmiynd
out three things [i.e., Kepler’s three laws of @&y motion, HH]. (Feynman 1965/94: 5-6)

Given that “[i]t is only through such hard work thae can find out anything”, it is clear that weosld

2 Hoji (2009) provides a great deal more discussiorihe relevant issues, making reference to coacapth as informant
resourcefulnesssingle-informantand multiple-informant experiment®©ne of the points made there is that we can addre
across-informant repeatabilityneaningfully only if we have obtainedithin-informant repeatability(especially for the
researchers themselves) whegpeatabilityis understood in terms ofcanfirmed schematic asymmetry

23 One may point out that identifyingpnfirmed schematic asymmetrissnore theory-laden than Brahe's observatiomef t
motion of the planets because the construction*&chemaand that of the correspondifichemataare based on various
hypotheses about properties of the Computationste®y, those about how a certain type of informaftition arises based
on certain properties at LF—they are called in H@009) bridging statementgsee section 2.3) —, about what LF
representation(s) can, cannot, or must correspond tparticular surface phonetic string, e@onfirmed schematic
asymmetriesare perhaps closer to observations that have te#icated with the aid of various observation desi It is
independent theories (e.g., a theory of optichendase of telescopes) that determine how sucltelework and how we
interpret what is “observed through such devices."



bring the utmost rigor to our attempt to identiffhat the “facts” are. Working witltonfirmed
schematic asymmetrieswould like to suggest, is “the key of modermesce” of the language faculty
and it might as well be “the beginning of the turalerstanding” of the language faculty by meanhef
general scientific method in (1).

2.5. The significance of experimental results

Before turning to the discussion of empirical miaterfor illustration, | would like to make one tas
point in relation to the significance of experimenesults. Recall that@nfirmed schematic asymmetry
obtains if and only if th&éSchemabased prediction has survived a rigorous discomion attempt and
at the same time the correspondifchemebased predictions have been confirmed.

Suppose that we have designed and conducted anireept, the'Schemabased prediction has
not been disconfirmed and, furthermore, the comeding ®“Schemebased predictions have been
confirmed. Does this mean that we are justified¢daclude that we now havecanfirmed schematic
asymmetry Strictly speaking, the fact that the result gfagticular experiment is in harmony with the
prediction(s) does not quite lead us to conclu@e we have obtainedanfirmed schematic asymmetry
As noted, what is predicted by*&chemabased prediction is that informants judge &&xample
(conforming to a&Schema to be completely unacceptable under the speafiedpretation. While the
researcher might have tried his or her best to toectsthe*Examplesthat are most natural and the
easiest to parse for the intended interpretatioig still possible that the researcher has faitgdout
someone else can, come up wilkkamplesof the*Schemathat are acceptable (to some extent) under
the specified interpretation.

Once the experimental results have obtained adigbee in his or her own experiment(s), the
researcher should therefore invite other interesesgbarchers to construtExamples (along with
°“Example¥ and conduct their own experiments in accordanite tie predictecschematic asymmetry
That is to say, having obtained the expected indortnjudgments in our own experiment(s) is merely a
start in terms of our rigorous disconfirmation atfg. Other interested researchers are thus strongly
encouraged to conduct experiments themselves orbdbis of thepredictedschematic asymmetry
making various adjustments, for example, on thé&c#choices in the actual Examples, as allowed in
the Schemata, doing the best they can to constExa@mplesof the *Schemathat are acceptable (to
some extent) under the specified interpretatiore piediction is that thEExamplesof the*Schemaare
completely unacceptable under the specified ingation no matter how much effort might be made to
save them from complete unacceptability.

If the average score/value of th@chemabased prediction(s) is not close to zero in arghsu
experiment, we should reconsider the validity of bypotheses and the soundness of our experimental
design; and we would have to consider how suchrmmémt judgments arise. Thahouldbe our basic
attitude if we are interested in discovering theparties of the Computational System of the languag
faculty in line with the general scientific methedhematized in (1). If th&Schemabased prediction
does not get disconfirmed in many such experimemswill finally be in a position to conclude, with
some confidence, that thi&chemabased prediction has survived a rigorous discomion attempt,
and to the extent that the correspondifchemeabased predictions get confirmed, we can say, again
with some confidence, that we have indeed obtaiaerbnfirmed schematic asymmetnyhich, |
maintain, is a 'minimal unit of facts' for reseaodncerned with properties of the Computationat&ys
as noted abov&: 2°

4 It is ultimately up to an individual researchemhstrict a standard s/he wishes to adopt for déteng when aconfirmed
schematic asymmetiyas obtained. As discussed in section 4.2 belog résearcher’s decision will affect how effectyvel
s/he could learn from errors in subsequent researdrexperiments. If a researcher decides to golbgient standard, it will
10 JJL2010.doc
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As our research advances, we expect oomfirmed schematic asymmetriés represent
increasingly more general and abstract generadizsitiand we will be seeking to deduce their
explanations (i.e., hypotheses that account fomjhrom more basic and fundamental principles,
approaching something that may deserve to be caltedly explanatory theory of the language faculty
No matter how abstract our theory of the languagmilty may become, its empirical consequences
should remain expressible, ultimately, in termsaffirmed schematic asymmetries

3. lllustration

3.1. Hypotheses about local anaphors in English

It has been observed at least since the mid-19&Qdgrtformant judgments are in accord with a gdnera
pattern as illustrated in (10).

(10)a. Johnrecommendedimself
b. *Johnthought that Mary had recommendethself

Attempts have been made to express the contrasteftection of the Computational System, resulting
in a hypothesis about the Computational Systemtibatthe effect in (11) and a hypothesis about the
mental Lexicon of speakers of English as in (18)diacussed in Chomsky (1981).

(11) A [+A] category must have an antecedentdndtal domain.
(12) Himselfis marked [+A] in the mental Lexicon of speakef&nglish.

By defining "local domain” so as to ensure tha{iB) NP2 is, but NP1 is not, in the local domain of
NP3, the contrast in (10) is accountedor.

(13) NP1 Verb [that NP2 Verb NP3]

That is to say, if one puts forth or accepts aotlypsis that expressian is marked [+A], one
makes a testable prediction—as long as one alsptsomething like (11) and the definition of ‘d4bc
domain” that has the effect noted above. One ofclearest predictions is that sentences containing
[+A]-marked a are unacceptable d is an embedded object and is interpreted as exipgeghe same
individual(s) as the matrix subject. We can stategredictedchematic asymmetas follows:

(14)a. ®**Schema
NP V himself

quickly become unclear what we could learn fromexperiment on new predictions—regardless of whether new
*Schemabased predictions are disconfirmed—because thepmedictions are made in such cases on the basigootheses
that might have been “accepted” despite the abseinaey compelling empirical justification.

% The research attitude advocated here is thus gifferent from one that takes the presencesmiecontrast in the
predicted direction betweesomeexamples fosomespeakers as constituting evidence in supportehipotheses that give
rise to the prediction under discussieven wherthe *Examplesarenot judged consistently unacceptable by the informants
As argued above, the mere fact that sucbrarast obtains does not in and of itself meanhmatcall for research concerned
with the properties of the Computational Systertiria with the general scientific method schematize(l); see section 2.3
for its conceptual basis. | might add in passirgf tha*Schemadoes not specify anything about prosody or infonatthe
prediction must be that‘Examples conforming to the*Schema are completely unacceptable no matter what
prosody/intonation might be used; see Miyagawa Arikbwa (2007: 652) (at the end of their sectionf@)a remark that
seems to be based on a rather different view.

% The use of “NP” in place of “DP” is inconsequehtrathis paper.
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NP=himself

b. *Schema
NP1 V that NP2 V himself
NP1=himself

c. °“Schema
NP1 V that NP2 V him
NP1=him

As suggested above, what is predicted ischematic asymmetrymore specifically, the
prediction is that there are no Examples confornin(.4b) that are judged not completely unaccdetab
while there are Examples conforming to (14a) artt)1hat are judged (more or less) acceptable under
the interpretations indicated in (14a) and (14cg &k not going to address in this paper how raiest
informant judgments are on this predicsamhematic asymmetrwe will only note here that an informal
survey conducted a few years ago suggests thaatiedirly robust in accordance with (14).

3.2. Hypotheses about “local anaphors” in Japanese

3.2.1. Hypotheses

In much of the generative research over the pastea@s, Japanese expressions suobtagai zibun-
zisin, andkare-zisinhave been assumed to be marked [+A] in the serteel in section 3.1, and they are
calledlocal anaphorsn Japanese. The claim th@ggai zibun-zisin andkare-zisinarelocal anaphors
can be stated as in (15); see (42).

(15) Specifications in the mental Lexicon of sp&alof Japanese:
a. Otagaiis marked [+A].
b. Zibun-zisinis marked [+A].
c. Kare-zisinis marked [+A].

The properties of the Computational System areinasd to be universal, with the possible
exception having to do with the so-called head patar. The hypothesis about the Computational
System having the effect in (11) is thus considenggersal.

(11) A [+A] category must have an antecedentdriatal domain.

A reasonable application to Japanese of the natfdfocal domain” as understood in relation to (13)
would lead us to accept that in (16) NP2 is, bul M™ot, in the "local domain™” of NP3.

(16) NP1-ga [NP2-ga NP3-{o/ni} Verb to] Verb
‘NP1 Verb that NP2 Verb NP3’

With the language-specific lexical hypotheses &) @nd the universal hypothesis in (11), along \thtn
relevant articulation of “local domains” in Japamesve make testable predictions. Due to space
limitation, we will only discuss (15a).

27 | leave aside the issue as to whether and how e&(tb) is derived from more basic statementss #pplies to (12) as
well. Many generative works dealing with Japaneaeehprovided some paradigm or other in supportlé),(and other
works have derived and discussed various empidsalvell as theoretical consequences by assumingatidity of the
lexical hypotheses in (15). Such works are in fagherous and they include Nishigauchi (1992),56i992, 2003), and
Miyagawa and Arikawa (2007).
12 JJL2010.doc
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3.2.2.* Schema-based predictions and*Schema-based predictions
The predictedchematic asymmetries indicated in (17) and (18) below are amongtresequences of
adopting (11), (15a), and the characterizatiorhef'tocal domain" as noted above.

(17)a. *Schema
NP-ga/wa ¢p NP1-ga otagai-o/ni V-ru/ta {to/no ka}] V-ru/ta
under the reciprocal readingatigaiwith NP1 as its “antecedent”
b. *Schema
NP1-ga/wadp NP-ga otagai-o/ni V-ru/ta {to/no ka}] V-ru/ta
under the reciprocal readingathgaiwith NP1 as its “antecedent”
c. %Schema
NP1-ga/wadp NP-ga karera-o/ni V-ru/ta {to/no ka}] V-ru/ta
under the coreference betwdeameraand NP1

Each Schema in (17) corresponds to something Ne(1) thinks [that NP(1) Verb otagai/karera]” or
“NP(1) wonders [why NP(1) Verb otagai/karera]’, wd&P1 (the embedded subject in (17a) and the
matrix subject in (17b) and (17c)) is the intendadtecedent” ofotagai or karera ‘them’ in the
embedded object position. Because of (11), (15d)ta& characterization of “local domains” in Japsne
as discussed above, (17b) isSzhemawhile (17a) is aft*SchemaBecauséarera ‘them'’ is not marked
[+A], (17¢) is also aff“Schema

In each Schema in (18), the intended antecederdtégai or karerais the relative head (NP1),
which is presumably related with the subjemd (n the relative clause. As in the case of (1I8h) is a
*Schemawhile (18a) and (18c) aféSchemata

(18)a. **Schema
[ne [Tp €COtagai-o/ni V-ru/taNP1]
under the reciprocal readingatfigaiwith NP1 as its “antecedent”
b. *Schema
[ne [tp ec[cp NP-ga otagai-o/ni V-ru/ta {to/no ka}] V-ru/t&yP1]
under the reciprocal readingatfigaiwith NP1 as its “antecedent”
c. %Schema
[ne [tp ec[cp NP-ga karera-o/ni V-ru/ta {to/no ka}] V-ru/t&P1]
under the coreference betwdeameraand NP1

On the basis of the Schemata in (17), we can norighe Examples in (19) and (Z8).

(19)a. *Example
Mary-wa Pohn to Billgaotagaini toohyoosi-ta to] omoikonde-i-ta
‘Mary thought thatlohn and Billhad voted foeach other
b. *Example
John to Billwa [Mary-gaotagakni toohyoosi-ta to] omoikonde-i-ta
‘John and Billthought that Mary had voted feach other
c. *Example
John to Billwa [Mary-gakarerani toohyoosi-ta to] omoikonde-i-ta

%8 Hoji (2006) contains further examples and dis@rssi
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‘John and Bilthought that Mary had voted fdrem’
(20)a. ®Example

Sensei-waJohn to Billga nazeotagato suisensi-ta no ka] mattaku wakara-nakat-ta
‘The teacher had no idea wghn and Billhad recommendeshch other

b. *Example
John to Billwa [sensei-ga naz#agaio suisensi-ta no ka] mattaku wakara-nakat-ta
‘John and Billhad no idea why the teacher had recommeedetl other

c. *Example
John to Billwa [sensei-ga naZarerao suisensi-ta no ka] mattaku wakara-nakat-ta
‘John and Billhad no idea why the teacher had recommetiueat’

On the basis of the Schemata in (18), we can nmighe Examples in (21) and (22).

(21)a. ®*Example

[[ecsensyuu-no senkyo-agagaini toohyoosi-taJohn to Bill-wa Susan-ga dare-ni toohyoosi-ta
ka sit-te odoroi-ta.
‘John and Bill who had voted foeach otherat the election last week, were surprised to learn
who Susan had voted for.’

b. *Example
[[ ec[[Susan-ga sensyuu-no senkyoedagatni toohyoosi-ta] to] omoikonde-i-talohn to Bill-
wa Susan-ga dare-ni toohyoosi-ta ka sit-te od@oi-t
‘John and Bil] who thought that Susan had voted éach otherat the election last week, were
surprised to learn who Susan had voted for.’

c. *Example
[[ ec[[Susan-ga sensyuu-no senkyokaeerani toohyoosi-ta] to] omoikonde-i-talohn to Bill-
wa Susan-ga dare-ni toohyoosi-ta ka sit-te od@oi-t
‘John and Bil] who thought that Susan had voted foem for the election last week, were
surprised to learn who Susan had voted for.’

(22)a. *Example

[[ec kondo-no yakusyoku-rotagairo suisensi-tajJohn to Bill-wa iroirona hito-ni meeru-o okut-
te riyuu-o setumeisi-te-i-ru rasii.
‘I hear thatJohn and Bill who have recommendezhch otherfor the new post, are emailing
various people to explain why.’

b. *Example
[[ec [Mike-ga kondo-no yakusyoku-ni naom¢agaro suisensi-ta no ka] siritagat-te-i-tdghn to
Bill]-wa iroirona hito-ni meeru-o okut-te riyuu-o sieabe-i-ru rasii.
‘| hear thatJohn and Bill who wanted to know why Mike had recommene&edh otherfor the
new post, are emailing various people to find oyw

c. *Example
[[ec [Mike-ga kondo-no yakusyoku-ni nakarerao suisensi-ta no ka] siritagat-te-i-tdphn to
Bill]-wa iroirona hito-ni meeru-o okut-te riyuu-o sieabe-i-ru rasii.
‘| hear thatJohn and Bill who wanted to know why Mike had recommendaeimfor the new
post, are emailing various people to find out why.’

The predictions are thus as follows:
(23) The*Schemabased prediction:
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The *Examplesconforming to thetSchematain (17b) and (18b) are completely unacceptable,
including the (b) examples in (19)-(22).

(24) The®™Schemebased prediction:
The®Examplesconforming to th&“Schematan (17a), (18a), (17c) and (18c) aret completely
unacceptable, including the (a) and (c) exampl€&9-(22).

3.3. Experiments
One can testSchemabased predictions and correspondfi§chemebased predictions by checking
informant judgments onExamplesand the correspondirffExamplesto see if we obtain eonfirmed
schematic asymmetridere, | would like to briefly introduce the geakdesign of experiments that we
have been conductirfg.

The examples are presented on-line to the inforsnaaong with the specification of their
intended interpretation. The specifications of thiended interpretations are as in (25), for exampl
once translated into English.

(25)a. under the interpretation that “John votedBil and Bill voted for John”
b. under the interpretation thlérera ‘them’ and John to Bill ‘John and Bill’ refer to the same
individuals

In an experiment on the predictechematic asymmetri@s (17) and (18), for example, the 12 Examples
in (19)-(22) are presented to informants in a randashion, (i) one at a time or (ii) three at adi(e.qg.,
those in (19)), depending upon the test type chbgezach informant.

Depending upon the test type of their choice, ittiermants either (i) choose “No” (for “not
acceptable no matter what”) or “Yes” (for “(more less) acceptable”) or (ii) indicate how acceptable
they find each example by clicking one of the fradio buttons as in (26). And what the informard ha
indicated is converted to numerical values as #),(Re., the worst score is converted to 0O andois
score to 100. Likewise, the “Yes” and the “No” amessvin the “Yes-or-No” test get converted to 0 and
100, respectively.

(26) Bad & Good
O O O o0 o
(27) 0, 25, 50, 75, 100

According to the results we have obtained so Fer,choice of the “test type” does not make a sicgumit
difference.

The informants are allowed to return to the expent website and report their judgments on
examples in the same experiment as many timesegsatish; they may repeat the same “test type” as
before or try a different “test type” (as to “Yesddo” or “Five-ranking” and also as to “one at mé#”,
or “three at a time”). In the event that one infarh has reported his/her judgment on the same
experiment more than once (regardless of the typsl’), the average of that informant’s judgmentsao
given example is used in calculating the mean soortie example by the entire informants.

(28) is a summary of the results of the experineenthe predictedchematic asymmetri@s (17)
and (18).

29 | should like to acknowledge that our on-line expents are based on the program that has beetedreg Ayumi
Ueyama.
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(28) A summary of the results of the experimenvfadune 14, 2010:

Otagaiis in the embedded object position.

= < ok =
Senaie Gra 1Schema 1A (=(17a 68 values 96  ““Examplesn (19a) and (20a)

Schema 1 B (=(17b |67 values| 61 *Examplesin (19b) and (20b)
Schema 1 C (=(17c 68 values 85 °Examplesn (19c) and (20c)
Otagaiis in the embedded object position. The intendadadent is the relative head.

Schema 2 A (=(18a| 68 values 94 °*Examplesn (21a) and (22a)
Schema group 2

Schema 2 B (=(18b | 68 values 53  *Examplesin (21b) and (22b)
Schema 2 C (=(18c | 68 values| 70 | *Examplesn (21c) and (22c)

34 informants, 865 answers

“Schema group 1" is for (17) and “Schema groups2far (18). “Schema 1 A” covers tREExamplesn
(19a) and (20a), “Schema 1 B” thExamplesin (19b) and (20b), and “Schema 1 C” ffEExamplesin
(19c) and (20c). Likewise, “Schema 2 A” covers tfiexamplesn (21a) and (22a), “Schema 1 B” the
*Examplesin (21b) and (22b), and “Schema 1 C” th€&xamplesin (21c) and (22c). Of the 34
informants, 14 are “linguistically naive” and 2@&tinguistically informed™® “865 answers” means
that there have been 865 occurrences of a reptggnent. Some informants have judged the same
example more than once; but in such cases the sratuthe summary chart in (28) are based on the
average score on a given example by each suchmafdr As noted, corresponding to each Schema in
the experiment in question, there are two Examplég. *Examplesin (19b) and (20b), for instance,
correspond to th&Schemain (17b) (i.e., Schema 1B in (28)). The averaggeston (19b) and (20b) are
50 and 72, respectively, and “61” for Schema 1@B) is the average of those two scores.

The average scores/values of “Schema 1 B” andéei®eh2 B” should be close to 0 according to
the *Schemabased predictions in line with the predicethematic asymmetries (17) and (18). The
informant judgments as summarized in (28) thusrilehsconfirm the*Schemabased predictions based
on the lexical hypothesis in (15a), repeated fikte.

%0 When registering for the on-line experiments, infants are asked several questions, including boataheir dialects.
They are also asked whether they understand ()rfdovariable anaphora” or “bound readings” and“@iYakes wide scope
over B” as they are used in linguistic discussibithey state that they understand at least (ifiiprthey are “classified” as
“linguistically informed” for the purpose of thesiussion in this paper. If they state that theyeustaind neither, on the other
hand, they are “classified” as “linguistically naiV The classification in question is thus basedwdrat each informant
“declares” him/herself. Informant resourcefulnestdeast with respect to a particular (set) of expent(s), can be measured
on the basis of the judgments that the informambmein preliminary experiments.

81 “Linguistically-naive” informants (14 informantsjend to judge the*Examples somewhat less acceptable than
“linguistically-informed” informants (20 informantge.g., 39 by the former and 70 by the latter cheBnata B in (28)); but
the former also judg&Exampledess acceptable than the latter (e.g., 63 bydhadr and 88 by the latter on Schemata C in
(28)). This is expected from the considerationmfdrmants’resourcefulnesas discussed in Hoji (2009).

%2 There is no space for a detailed discussion, &p@deseExamplessuch as those corresponding &ath othes lovers
tried to seducdohn and Bill and “the warm spring breeze made each othenfesl happy” have been judged acceptable in
other experiments. The mean “scores” on these ypestof Examples, as of June 14, 2010, are 60@bgfarmants) and 93
(by 19 informants), contrary to the predicted keliise, ther'Schemabased predictions in accordance with the othac#éx
hypotheses in (15b) and (15c) have also been disecmd, very much like the way th&chemabased predictions under the
lexical hypothesis in (15a) have been disconfirmed.

As H.-D. Ahn (p.c., 12/12/2009) suggests, one mmirsue the possibility that the hypotheses ir) &8 valid but
thatotagai zibun-zisinandkare-zisinalways occur in a structural position in whichytheave a covert antecedent in its local
16 JJL2010.doc
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(15)a. Otagaiis marked [+A].

It may be possible that someone can in the futanee up with a way to modify (15a) and hence
save a version of (15a). Several such attemptsnafiact discussed in Hoji (2009) and it is concldde
there that such attempts either end up beorgent-reducindi.e., degeneratinyjin the terms of Lakatos
(1970/1978) — resulting only in the eliminationtbe *Schemabased prediction without introducing a
new*Schemabased prediction — or result in the disconfirmataf the new*Schemabased prediction.
| leave the challenge of saving (15a) (and for thatter (15b) and (15c) as well) intteeoreticallyor
empirically progressivavay to those who wish to make use of those langxuspgcific hypotheses in
their theoretical discussid.

While it is not possible tempirically demonstrate theon-existencef elements in Japanese that
are marked [+A] — for it is not possible @mpirically demonstrate the non-existence of anything —
their non-existencén Japanese is an immediate consequence if wet duephesis put forth in Fukui
(1986), according to which the mental Lexicon okakers of Japanese does not contain what is
responsible for making functional categories “agtivGiven the assumption that what most crucially
underlies a local anaphor is an “active functiccategory” — cf. Lebeaux (1983) and Chomsky (1986:
175f) — the absence of local anaphors in Japanesas iexpected, and hence, the results of the
Experiments reported and alluded to above are adsexpected; cf. Narita (2010) for some relevant
discussion. That is to say, the fact that the rebeas have so far failed to identify what quatifies a
local anaphor in Japanedespitethe concerted efforts by a substantial numberaétgioners for nearly
three decades, is not puzzling, after all.

domain. Such a move would save (15) from refutafeamd one might even claim that it would also mékpossible to
maintain the thesis that Japanese shares a “ualyagperty” of having [+A] elements in its Lexicprbut it would result in
the elimination of the*Schemabased predictions. Hence that would be likecantent-reducing(i.e., degeneratiny
problemshiftin the terms of Lakatos (1970/1978) unless it wareompanied by the introduction of a n&8chemabased
prediction. Furthermore, if we accepted the vieat twhat formally underlies a local anaphor is stiwing like an “active
functional category," it would be puzzling that theloes not seem to be amgnfirmed schematic asymmetrysupport of
the presence of an “active functional categoryJapanese; see the remarks in the last paragrajtisafection. | am not
aware of any empirical evidence in support of tkistence of DPs in Japanese and of the EPP (f@atudapanese that
forms aconfirmed schematic asymmeinyaccordance with the criteria advocated here.

% One might point out that the “values” of B Schemate significantly lower than those of the A an®¢hemata in (28)
and suggest that the contrast can be taken asneeide support of (15a). Suppose that the contragtiestion obtains in
experiment after experiment. It is reasonable tockale that the contrast is not by chance andréflection of something.
But it is not obvious that it is a reflection ofetlinteraction between the universal property hypsitted in (11) and the
Japanese-particular property hypothesized in (1B&call that the*Schemabased prediction under discussion is that
*Examplesconforming to théSchematan (17b) and (18b) are completely unacceptable;ssetion 2.3. One could thus be
justified to consider the contrast between the BeBtata and the A/C Schemata in (28) as evidensepport of (15apnly if
one (i) identified the factors that are responsite the informants not judging thtExamplesin (19)-(22) completely
unacceptable and (ii) demonstrated that, by avgidive effects of such factors, we could obtainoafirmed schematic
asymmetryn a modified experiment.

In this connection, it is perhaps worth noting tbkkowing: Of the 34 informants in the experimevitose results are
summarized in (28) only two have judged #fiexamples(almost) completely unacceptable. One of themliigtiistically
informed” and the other is “linguistically naivesge footnote 30. Their values on the B Schemata8pare 0 and 3. (The
other 32 informants accepExamplesof the *Schematain (28) to varying degrees.) For one of them (tiveguistically-
informed” one), the values on Japanese examplesesponding to éach othes lovers tried to seduclhn and Bill and
“the warm spring wind made each other feel verypydare 87 and 75, respectively. Hence, one camaibtain that (15a) is
valid for that informant. The other informant haxt participated in the experiments that contairhsexamples.
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4. Two research heuristics
4.1. Maximize testability
Nakaya (1958: 17) remarks that science has itggnr limitation such that it is a discipline whese
extract reproducible phenomenaand analyze thenstatistically How do we go about extracting
reproducible phenomenavith regard to the language faculfy?l have suggested that we seek
reproducible phenomenhy trying to establisltonfirmed schematic asymmetriesd proposed that
confirmed schematic asymmetribge regarded as “basic units of facts” for resedtwdt aims at
discovering the properties of the language fachitythe general scientific method in (1). In order t
attain testability of our hypotheses, it is necessa have a means to identify “facts” to be acdedrfor
by our hypotheses. Without such a means, we cooldtell the exact empirical content of our
predictions (i.e., what we deduce from our hypotsgsand hence could not compare them with the
results of our experiments; see section 1. Onetwaaximize testability in our research is therefty
try to identify, and work on, ‘phenomena’ that (&kely to) lead us t@onfirmed schematic asymmetries

There is an additional means to maximize testgbii confirmed schematic asymmebfgtains
if and only if (i) a*Schemabased prediction has survived a rigorous discomdion attempt and (ii) the
correspondind“Schemebased predictions have been confirmed. As discusssection 2.4, it isnost
crucially by making*Schemabased predictions that we can seek to attainbtitisgeof our hypothese®
We can thus try to maximize testability by pursulmygpotheses that give rise to as maBghemabased
predictions as possible. That is to say, the maation of testability can be pursued not only by
choosing to investigate certain phenomena but laspursuing their accounts such that they leadsto a
many*Schemabased predictions as possible.

Let us record these two aspects of the “Maximéztatbility” heuristic.

(29) The two aspects of the “Maximize testabilihguristic:
a. We should work on ‘phenomena’ that (are likelylead us t@onfirmed schematic asymmetries
b. We should pursue hypotheses that give riss tnany*Schemabased predictions as possible, in
a non-trivial manner; see footnote 36.

| suggest that, when one pursues a particular hgsi as part of an account of a givemfirmed
schematic asymmeirypne must try to adhere to (29b), not only witlyarel to the language being
directly dealt with but also with regard to othendguages (and in fact any other language); in other
words, one must ask oneself whether and haordirmed schematic asymmeinya particular language
and one's account of it could leadnew*Schemabased predictions that are in principle testablany
language and proceed in accordance with (29b).

I should like to note that (29b) is also applieatlhen we modify our hypotheses in response to
the failure of our predictions. That is to say, fficdtion of our hypotheses should proceed in inth

| will return to the use of statistics in sect®n.
% But see section 2.4 for the importancé‘8themebased predictions.
% As Yasuo Deguchi (p.c. May 2010) points out, inat clear exactly how we caneasurethe degree of maximization in
question because one can increase the numb&Bdfemabased predictions in a non-trivial manner, for repée, by
counting various sub-cases of a more gent8ahemabased prediction as "distinctSchemabased predictions. In the
present work, | do not discuss this issue furthely noting that, when we study actual work, ih@t difficult to see whether
efforts are made to yieltSchemabased predictions or whether the work is mainlgoesned with avoiding disconfirmation
of a*Schemabased prediction.
37 1t is perhaps worth reminding ourselves that, fesearch that aims at discovering the propertieti@fComputational
System, language-specific hypotheses, such as {&ay be significant only insofar as they conttddito a discovery of
properties of the Computational System throughr inéeraction with universal hypotheses (aboutG@oeeputational System)
such as (11).
18 JJL2010.doc
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(29b). If the modification only resulted in the reination of a*Schemabased prediction without
introducing a newSchemabased prediction, that would be likeeantent-reducindi.e., degeneratiny
problemshifin the terms of Lakatos (1970/1978); see the drs&ction 3.3.

4.2. Maximize our chances of learning from error®
In “re-stating all the controversial things [he hlasen saying in a number of theses”, Popper (1963)
states that “[tlhe growth of knowledge, and esgbic@ scientific knowledge, consists in learningiin
our mistakes” and that “[w]hat may be called thethnd of science consists in learning from our
mistakes systematically; first, by daring to makistakes ...; and second, by searching systematifcall
the mistakes we have made, that is, by the critiistussion and the critical examination of our
theories™®

How can we learn from our errors in research coremk with the language faculty? It is
explicitly stated in Duhem (1909/1954: chapter é;t®n 2: 185), and it has subsequently been widely
agreed upon, that “if the predicted phenomenonoispnoduced, ... [tlhe only thing the experiment
teaches us is that among the propositions usedettich the phenomenon and to establish whether it
would be produced, there is at least one errorwigre this error lies is just what it does not sl *°
We can try to maximize our chances of learning fremors by minimizing the number of hypotheses
whose validity is to be tested in a given experitnand more importantly, also mpt using hypotheses
that have been shown to be invalid in earlier expents.

The hypothesis in (15a) has been shown to beithualan experiment testing the predictions
made under (15a), (11) and the hypotheses thates(30)**

(15)a. Otagaiis marked [+A].
(11) A [+A] category must have an antecedentgnidtal domain.
(30) NP1is notin the local domain of NP3 in tepresentation corresponding to (16).
(16) NP1-ga [NP2-ga NP3-{o/ni} Verb to] Verb
‘NP1 Verb that NP2 Verb NP3’

% A more appropriate phrasing of what is intendetk lrray be something like “Making learning from esrpossible and
maximize the empirical nature of the mode of leagrfrom errors." Among the reasons for wantinguwoié “chances” is that
“chance” has, for many people, a probability-radateeaning, as pointed out to me by Yasuo Deguchi,(March, August
2010). In this paper, | will only make this quatdition and continue to use what is given as theihgeof this subsection.
Various related issues will have to be addressaeparate works.

%9 These are two of the 17 points (the second andhihd) Popper mentions. The first, fourth, andhfiboints are also of
direct relevance to the present discussion anddheyeproduced here.

0] (Popper 1963: 965, (1), (4), and (5))

a. All scientific knowledge is hypothetical or gectural.

b. Among the most important arguments which aedus this critical discussion are arguments frotpegimental
tests.

C. Experiments are constantly guided by theory,thgoretical hunches of which the experimenter fieno not

conscious, by hypotheses concerning possible sewicexperimental errors, by hopes or conjectuteEsiawhat
will be a fruitful experiment—which means hfieoretical hunches that experiments of a certain kind will be
theoretically fruitful.
% This is a consequence of the thesis that no tlestaimsequences are deducible from a single hypisth@ontrary to what
is commonly understood in relation to the so-callathem-Quine thesis, Duhem restricts his thesightysics; see Ariew
(1984) for how “Duhem'’s thesis is not the Duhems@uhesis," which is the title of its section 1.
“! There are actually other hypotheses involved, saglhose having to do with the model of the Companial System,
including its existence, and the structure-buildogeration postulated in the Computational Systenerhal and external
Merge); but they are part of therd coreof the research program in the terms of Lakatog@1®78), not being subject to
empirical invalidation.
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In accordance with Duhem’s thesis noted above dikeonfirmation of the&eSchemabased prediction
cannot be attributed solely to (15a). Notice, hosvevhat the validity of what is intended by (1%) i
widely accepted, presumably on the basis of whatldvamount taconfirmed schematic asymmetrias

a number of languages, although there may be @sawnts concerning exactly how to express (11) in
theoretical terms. Similarly, the validity of (3B) widely accepted among the researchers who &aldres
how (11) applies to Japanese. The validity of bfth) and (30) thus allows us to attribute the
disconfirmation of th&Schemabased prediction to the invalidity of (15a).

If we had obtained a confirmed schematic asymmetrgccordance with the predictions made
under (15a), combined with (11) and (30), weuld haveacquired a new tool, so to speak, for our
further probe into properties of the ComputatioBgétem (and also into Japanese-particular proggrtie
because weould in that case assume (15a) to be valid in our &urthvestigation and experiments.
But we did not; i.e., we did not obta@ confirmed schematic asymmeiry accordance with the
predictions made under (15a), combined with (11) @9).

Now that the*Schemabased predictions made under (15a) have beennfisoed, it follows
from the above reasoning that it is perhaps prematand even ill-advised, to examine further
predictions we might make on the basis of (15a)@thdr (new) hypotheses. Suppose that one combined
(15a) with other new hypotheses (language-particuta/or universal) and made a n&chemabased
prediction. It would not be clear what significange could assign to the result of an experimenthen
new “predicted’schematic asymmetrif the new*Schemabased prediction got disconfirmed, we could
not attribute it to the newly-introduced hypothéses because we independently know that (15a)tis no
valid. Even if we obtained eonfirmed schematic asymmetwe would not be justified to consider the
newly-introduced hypothesis/sesd the “original hypothesis” in (15a) to be both dalhecause we
already know that the latter is not. The resultshef new experiment thus would not tell us anything
about the newly-introduced hypothesis/ses, regssdié whether the ne¥6chemabased prediction gets
disconfirmed, because of the use of the hypottiegik5a), which has already been invalidated.

In the preceding discussion, we have focused enSihbject-Object-Verb order (SOV). Given
that the Object-Subject-Verb order (OSV) is moremplex” than SOV, as most practitioners in
generative grammar dealing with Japanese seemstonas it thus follows that there would be little
merit to considering predictions about OSV madeeur{d5a). Such predictions would be made under
some hypotheses about the properties of the OSWedlsas the hypothesis in (15a); but (15a) has
already been shown to be invalid. The use of (I’ba&ddressing issues pertaining to more “complex”
cases of OSV — including so-called long-distancevQf8 multiple OS constructions (i.e., so-called
multiple scrambling constructions) — would be ewveare problematic. A general research heuristic is
therefore that if a testable hypothesis is showbetanvalid in what is considered to be a “simp@se,
we must avoid using it for what we consider to b&m@re complex case”. This is in line with the
“Maximize our chances of learning from errors” hstic.

The considerations just given are applicable mby to research dealing directly with Japanese
but also to cross-linguistic research that makeseace to Japanese-particular hypotheses sudbak (
Suppose that some cross-linguistic research isatlyibased on the validity of the hypothesis iBg}Lin
Japanese or some other hypothesis that has been shby the disconfirmation of thE&Schemabased

42 See Poincaré (1952: chap. 9, 151-152) for reledimuussion. The general point seems to be rahenypunderstood in
the field (at least in works dealing with Japanggetax), judging from the continued use of varitypes of hypotheses that
have been shown not to be backed up bgrdirmed schematic asymmetnot only in regard to “local anaphors” but algo i
regard to variable binding, quantifier scope, “flng quantifiers,” and other “empirical domains hieh, as suggested above,
seems to be related to the failure to understamditnificance of makinSchemabased predictions. The illustration of this,
however, will have to be made on a separate oatasie to space considerations.
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prediction in questioanot to be backed up byanfirmed schematic asymmethya new prediction is
made about a language other than Japanese cruomallye basis of such a hypothesis, it is not clear
what significance can be assigned to the resudt méw experiment, regardless of its outcome, fer th
reason noted above.

The most general research guideline of the melbggicsuggested here is the “Maximize our
chances of learning from errors” heuristic. Ensgiamd maximizing testability is a necessary coaditi
for abiding by this heuristic. For, without ensuygritestability, our predictions could not be dis¢onéd
and hence we would not have the chance to leam émors. We can attain testability of our hypo#ses
most effectively by making reference tmnfirmed schematic asymmetrieand most crucially to
*Schemabased predictions, provided that thiiimate testability of our hypotheses lies in their being
subject to disconfirmation; see section 2.40ur emphasis on the importance of building oueaesh
on confirmed schematic asymmetraasd most crucially ohSchemabased predictions thus derives from
the "Maximize our chances of learning from errdistiristic; but see note 38.

5. Some implications

5.1. On the use of statistics

Reliance on statistics is rather minimal undergiteposed methodology of hypothesis testing in mefea
concerned with properties of the Computational @St Its most crucial aspect is whether we obtain a
confirmed schematic asymmetand that will be contingent upon whether &Byampleconforming to
any *Schemas judged byevery informanto becompletely unacceptabl@here may be room for the
use of statistics in regard to what is to couritcasnplete unacceptability” for a givetiexample in light

of the fact that informants might make an errora@porting their judgments. But such use of stafsti

3 Recall thatSchemabased predictions can, Bichemeabased predictions cannot, be disconfirmed.

4 In the foregoing discussion, we have addressetirmed schematic asymmetriesolving the interpretatiory(a, b),
where an expressianis dependent upon another expressidor its interpretation; see footnote 7. | noteddntnote 9 that it
would be qualitatively more difficult to maximizeuo chances of learning from errors if we dealt wihmple
(un)acceptabilityithoutinvolving y(a, b). I would like to briefly state why.

It is not possible to attribute the complete uregtability of*Examplea to "parsing” difficulty or the unnaturalness of
the interpretation of the enti, as long as itswo correspondind*Examplesare judged (more or less) acceptable. The
complete unacceptability af can thus be reasonably be attributed to the hypabe condition(s) fog(a, b) not being
satisfied in any LF that could possibly corresptmd. (Even marginal) acceptability 8Examplea, on the other hand, can
be taken as evidence that at least one of the hgpes that give rise to the relevd8themabased prediction is not valid,
insofar aswe can ensure, on the basis of the relevant infotshfudgments in a preliminary experiment, that itiformants
clearly understand what is intended y§g, b) in question and the instructions given ia #xperiment. (It is, in principle,
possible to have such a preliminary experimentoag lasy(a, b) is based not only on a universal conditioh &so on a
language-particular condition because an experinmentthe language-particular condition can serveaagreliminary
experiment for the one that involves the univecsaidition as well as the language-particular cooialit

Without y(a, b), we do not have twdExamplescorresponding to théExample Unlike the casewith y(a, b)
considered above, we cannot therefore, in princlpdwe a reasonable ground for excluding the campieacceptability of a
*Example to "parsing” difficulty or the unnaturalness ofetlinterpretation of the entiret. Hence the complete
unacceptability in question cannot be reasonalgginded as being due to the hypothesized grammaéaabn. Likewise, it
is not clear how we can take (even marginal) aat®litty of a*Exampleas evidence that at least one of the hypotheses th
give rise to theSchemabased prediction is not valid because it is neachow we can ensure, on the basis of the relevant
informants' judgments in a preliminary experimehgt the informants can distinguish "grammaticall-sf@medness" and
intelligibility, so to speak.

45 We can make use of a “standard” statistical me#mtipresent the results of our experiments, geapiyior otherwise, by
utilizing SPSS (Statistical Package for the SoBizences), for example. It is true that the grapbpresentation of the results
makes it visually transparent between cases oftilagant) failure to obtain eonfirmed schematic asymmeamd those more
successful cases, but the application of the "stafidstatistical method does not alter the verttiat a given*'Schemabased
prediction has been disconfirmed where the avesagee/value of th&Schemais substantially higher than 0.
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should be understood to be quite distinct from uke of statistics in research that heavily relias o
‘statistically significant contrasts’. Under theoposed method of evaluating hypotheses, a coritrast
acceptability is significant only if &Schemabased prediction survives a rigorous disconfirorati
attempt. A ‘statistically significant contrast’ $uas one consisting of 30 orf&chemaand 60 (or even
100, for that matter) on the correspondifschemataon the 0-100 scale, does not count asrgirmed
schematic asymmetrgiccording to the proposal suggested above. Wetdtiepthesis that what is
considered to be a likely reflection of propertefsthe Computational System is a zero vs. non-zero
contrast, i.e., a contrast betwemmplete unacceptabilignd the lack thereof, rather than a ‘statistically
significant contrast’. And thiseparates the present approach, in a crucial way imost other
“experimental approaches” in the field, includingwvzart (1997) and other works in the Magnitude
Estimation approach; cf. Sprouse (2007: 124) anangq2008: 209-10) for some relevant discuséfon.

Nakaya's (1958: 17) characterization of scieneg¢ ttereproduciblephenomendthat we extract
from nature) must be analyzabdgatistically is in line with a commonly-held view; it is statedl
Weinberg (1992:7) as: “[w]hat a successful scient#xplanation would have to accomplish” is “the
quantitativeunderstanding of phenomena”. (The emphasis ia #wei original.) One may speculate that
heavy reliance on ‘statistically significant comstigl in disciplines outside physical sciences, sash
linguistics, stems from adopting this focus on “thentitativeunderstanding of phenomena” and at the
same time realizing the immense difficulty in obtag data of a categorical nature that are dedeicibl
from a proposed system; see note 46. One of the thases of the present paper is that it is passibl
deepen our understanding of the properties of tbmplitational System by rigorously applying the
hypothetico-deductivenethod, on the basis of data that are of a catsjarature, namelyconfirmed
schematic asymmetrie$o the extent that we can achieve that, we vaillehshown that “thquantitative
understanding” of the properties of the languageilfsg (more precisely, those aspects of the languag
faculty that can be studied “scientifically”) is fiact in terms of zero vs. non-zero contrasts. Wetkwus
have shown that it is possible to make point-vgltedictions in language faculty scienaed expect
them to be supported by experimental results, hatishould have far-reaching implications for resiea
on the human mind beyond the language faculty eeasd also for what one can aspire to achieve in
fields outside physics and closely related fields.

¢ Morrison and Henkel (1970/2007) contains works tritically address the use of significance téstsocial sciences,
including Meehl (1967: 252), which states as a dpax," that “[i]n the physical sciences, the usesllt of an improvement
in experimental design, instrumentation, or nunanmoass of data, is to increase the difficulty fué tobservational hurdle’
which the physical theory of interest must sucaggssurmount; whereas, in psychology and somehefdllied behavioral
sciences, the usual effect of such improvementxpeemental precision is to provide an easier teurfdir the theory to
surmount." Meehl elaborates on the “puzzle” anceolass (p. 264), “In physics, the substantive thgoegdicts a point-value,
and when physicists employ ‘significance teststithmode of employment is to compare the theoriipsedicted valueq
with the observed mearx, asking whether they differ (in either directioly more than the ‘probable error of
determination of the latter," contrasting it witblfls where predictions are only on a differenca tendency. In such fields,
the testing of a hypotheses is indirect; what k§extted to refutation, so to speak, is the “nufppdpesis” that there is no such
difference/tendency, rather than the substantiyeotiheses that entail the existence of such a diffs/tendency; if the
probability of the observed difference/tendencieiss than a certain, arbitrarily chosen, threslfoften 5%, but sometimes
1% or 10%), the null hypothesis gets rejected, tvhiicturn is taken as support for the substantiygotheses. This is the
most crucial aspect of significance tests in sotiahavioral and life sciences, as | understandeet¥s point is thus that the
more measurement precision we attain, the moréylitkee hypotheses that are “directly” tested gétated; in the case of
physics, they are the hypotheses under discussimreas in social and behavioral sciences, theyharawll hypotheses.
The more likely the null hypothesis gets rejectbéyefore, the more likely the substantive hypatseget “corroborated” in
the latter fields. Cf. also Lakatos 1970: 176, riofeeproduced in Lakatos 1978: 88-89, note 4ydtgvant remarks.
22 JJL2010.doc

128



5.2. On cross-linguistic research

Hypotheses about the Computational System are rsaivand are necessarily quite abstract. Actual
experiments to test the validity of those hypotses®wever, must be concrete because they must deal
with specific predictions ira particular language This is the source of a fundamental challenge in
trying to ensure the testability of hypotheses abine Computational Systenfror example, the
empirical consequences of hypotheses about the Matignal System that have been backed up by a
confirmed schematic asymmeinyone language should in principle be testabté vaspect to any other
language, but lexical differences among languages make it difficult, if not overwhelming, to
replicate the sameonfirmed schematic asymmeamong different languages.

For this reason, the designs of experiments totlhesame hypothesedout the Computational
System maylook quite differenton the surfacedepending upon what language is dealt with in a
particular experiment. What is crucially neededthiss a clear articulation of the correspondences
between ‘sentence forms’ in a particular languags the abstract representations that they correspon
to — what has been referred to abovephEF correspondences-, along with the articulation of the
relevant hypotheses about the Computational Sygterd,some lexical items), and the relevandging
statement And that would require a great deal of rigorousrkvof establishingconfirmed schematic
asymmetriesin each of the languages under consideration. &Vhkaningful comparison among
languages can thus be carried out only at somé ¢évabstraction, it must be recalled that no nratte
how abstract our theory of the language faculty f@gome, its empirical consequences should remain
expressible, ultimately, in terms obnfirmed schematic asymmetries

5.3. Anomalies and the failure to obtain aonfirmed schematic asymmetry

Being faced with the disconfirmation of thi8chemabased predictions under (15a), one might make
recourse to the notion that science progressdwindean of anomalies anyway (see Lakatos (1970: 48
52) and Feyerabend (1975: chapter 5), for examplag, maintain that the methodological proposal
made in the preceding discussion goes againstiwipaacticed in mature sciences; cf. Boeckx (2@%:
91), for example, for remarks that one might regesdendorsing such a view. | should like to notd th
anomalies in mature sciences, such as physicsoéiceand in facwvery preciseobservations that resist
an account within a given research program, ehg.otbit of Uranus (before the discovery of Nepjune
and the anomalous precession of Mercury’s orbitnemtion two of the most celebrated instances of
anomalies within the Newtonian research progfartivhat we have discussed above is the failure to
obtain aconfirmed schematic asymmetwhich | maintain should be regarded as a “basit af facts”

for research concerned with the properties of tleng@utational System. The failure to obtain a
confirmed schematic asymmetsiyould not be likened to an anomaly in matureneas. After all, in my
assessment, we are still at a stage where weyang to identify “basic units of facts” for researthat
approaches the Computational System of the langéegéty by thehypothetico-deductivenethod.
We will face an anomaly only after we have obtaiaeslifficiently large number @bnfirmed schematic
asymmetriesan anomaly arises when sonanfirmed schematic asymmetreggpear to resist a coherent
account with respect to the rest of tomfirmed schematic asymmetriés

47 For example, the value of the anomalous precessiddercury’s perihelion was 43 seconds per centiityat is the
discrepancy between what is predicted under thetdi@an theory and the actual observation. Unlike ¢hse of anomaly
with the orbit of Uranus, which had led to the digery of Neptune, the Mercury anomaly resistedgrlamation under the
Newtonian theory and was eventually explained by provided the first empirical support for, Einste general theory of
relativity. Theprecisionof measurement that compels researchers in quagphysics to reconsider their hypotheses is even
more staggering and almost mind boggling.

“8 One may even suggest, somewhat paradoxically, wieaare at a stage where we are trying to accumutaifirmed
schematic asymmetrigs as to be able to identify an anomaly
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6. Concluding remarks

The starting points of this paper were the asswmpt(i) that the main goal of our research in gatnex
grammar is to discover the properties of the Comtpartal System, hypothesized to be at the center of
the language faculty, and (ii) that a major sowtevidence for or against our hypotheses is inforim
judgments; see section 2.1. Despite a wide acceptah (i), however, the field has so far failed to
seriously consider in what way informant judgmeon# be revealing about the properties of the
Computational System, let alone come up with anvanshat the majority of the field can agree upon.
Chomsky (1986: 36), for example, remarks, “In gahenformant judgments do not reflect the struetur
of the language directly; judgments of acceptahifibor example, may fail to provide direct eviderase

to grammatical status because of the intrusioruaierous other factord”

In this paper | have proposed a means to ideintfeymant judgments that are likely a reflection
of properties of the Computational System, arguihgt our research endeavor must be built on
confirmed schematic asymmetrigghich | have suggested should be regarded asc'bags of facts”
for research that aims at a discovery of the ptazef the Computational System of the language
faculty by the hypothetico-deductivenethod. According to the proposal, canfirmed schematic
asymmetryobtains if and only if informants' judgments dBxamplesare consistently “completely
unacceptable” and their judgments on the correspgrfExamplesare “acceptable” (at least, to some
extent); see section 2.3. Thus, even if theresamespeakers who detect a significant contrast among
somerelevant examples in question, that in and offitsenot of much significance’

One might wonder if this is an unrealistically Inigtandard because we cannot fully control
various non-grammatical factors. In response th supossible objection, | should like to mentioatti
is in fact possible to obtain eonfirmed schematic asymmetity accordance with what has been
suggested above. In experiments we have conduotédund variable anaphora, split antecedence, and
local disjointness (i.e., so-called Binding PrirleiB) effects in Japanese, for example, the mean
score/value of théSchemataare around, or lower than, 5 while those of mahyhe corresponding
°“Schematare over 90, on the 0-100 scale.

An illustration of the proposed method should aetfbeen a great deal more effective if we
discussed lexical and structural hypotheses thamséo be supported bgonfirmed schematic
asymmetriesn Japanese, along with the relevant experimeetallts. Without such an illustration and
demonstration, the empirical discussion in thisgpajpuld be taken as further support for the thibsis
it is not possible to obtain informant judgmentsaatategorical nature; but that is quite contraryand

49 Schiitze (1996) contains extensive literature meyvief. also Devitt (2006), and Fitzgera{@010) for recent discussion.
Remarks such as “My personal experience, sad toisdyat it is difficult to convince my colleagu#sphilosophy and the
physical sciences that grammatical theory in AN¥mhor form is—or has the potential to be—scientind nothing leads
them to tune out faster than to hear grammatiedrshcompared to physical theory,” found in the fegagraph of section 1
of Newmeyer (2008), are thus not unexpected. Inpdm@agraph containing the above remark, Newmewest'l find B
[=Boeckx]'s extensive appeals to higher scient#fichority to be quite tedious and | harbor the misp that advocates of
any theory of language imaginable could find quatir quote from Galileo, Newton, or Darwin to helstify their
approach.” The broader point made by Newmeyer (RO0D&hat paragraph raises various issues thatrdeséiscussion,
including the relation between language facultgsce and grammatical theory, among other thingstheaue is no space for
the discussion here.
%0 |f one wishes to ‘save’ a given language-spedifjpothesis by making recourse to a dialect (orcimiéct), one must
show (i) that (akonfirmed schematic asymmetry/iadeed obtain(s) for the speaker(s) under disonsand (ii) what new
*Schemabased prediction(s) can be made and be testedthétfthose speaker(s). One should also specifyeuausible
way in which the relevant lexical property has beemguired by that/those speaker(s) but not by thers (given the
assumption that the Computational System is inmgriaith the possible exception of the so-calledch@arameter, and
hence what is responsible for the dialectal/iditakdifference in question must be a lexical proger
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is in fact the opposite of, my contention. Herddwld therefore like to briefly report on the resofl an
experiment that indicates that it is possible tawbaconfirmed schematic asymmehby adhering to the
“high standard” suggested abatte.

Japanese has three non-interrogative demonstrptifixes ko- ‘this’, so- ‘that’, a- ‘that’.>?
While bothso-NPs anda-NPs can be anaphorically related with another iNBas been observed in
Nishigauchi (1986), Hoji (1990), Yoshimura (199ahd subsequent works thed#NPs can, bua-NPs
cannot, be anaphorically related to a non-singdéareting NP. The anaphoric relation in question has
been considered as an instance of bound variablghana. The generalization is recorded in (31)iand
illustrated in (32).

(31) So-kao'it, the/that place’ and (to a lesser extesw)itu ‘the/that guy’ can be anaphorically related
to a non-singular-denoting expression, unbksoko'it, the/that place’ ana-itu ‘the/that guy’.
(32)a. Kanarino kazu-no  seizikga fso/*a}-itu/-no  hisyo-o hihansita.
considerable numbeseN politicianNom  that-guy6EN  secretarycc criticized
‘Each of a considerable number of politiciasgticizedthat guy'ssecretary.’
b. 2wari izyoo-no zititaiga [60-ko/*a-sokp-o hihansita zassikisya]-ni
20% moreseN local:governmenioM that-place/that-placeec criticized magazine:report&AT
renraku-o totta.
contactacc made
‘Each of 20% or more local governmentade contact with a/the magazine reporter(s) vatb h
criticizedit.’

Leaving aside exactly how to express (31) in teecal terms, the examples witlsa-NPin (32)
conform to thé“Scheman (33a) and those with aaNPin (32) to the*Schemain (33b)>

(33) &WhereNPlis not singular-denoting)

a. ®Schema
NPl-ga ...so-NP... V
BVA(NP, so-NP)

b. *Schema
NPl-ga...a-NP...V
BVA(NP, a-NP)

c. %*Schema
NPlga...a-NP ...V
(With a-NP “referring to” a particular individual/object.)

As of May 27, 2010, the average scores/values@&thematan (33a), (33b) and (33c) are 75, 5, 94,
respectively, with 37 informants (15 “linguisticalinformed” and 22 “linguistically naive”). The

*Schemabased prediction involving (33b) thus seems toehsurvived a disconfirmation attempt, in
sharp contrast with thtSchemabased prediction based on (15%).

1 A more in-depth illustration of the proposed metblogy will have to be made in separate works.

°2 The standard literature on demonstratives in Jegmincludes works by Matsushita, Sakuma, Mikarahdand Kuroda.

3 There must be a language-specific lexical hypashémt yields the effects of (31); Ueyama (1998)spforth a formal
proposal that has precisely those effects.

>* The result of a similar experiment reported in Wom et al. (2009: 3.2) is substantially differémm what is reported
here; once converted to the 0-100 scale, the meaeson theifSchemataare over 20 and close to 25, with 28 informants
(all undergraduate students). The discrepancy leztwiee results of our experiment and theirs rdigesesting questions in
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To summarize, the main claim of the present waskthat our hypotheses about the
Computational System of the language faculty afgettested on the basis of data of a categoritcataa
l.e., in terms of the contrast between completecceatability and the lack thereof. Not only is that
necessary, given that we want our hypotheses tegbable in accordance with thgpothetico-deductive
method, but it is also a consequence of adoptiagrtbdel of judgment-making in (4) and incorporating
a bridging statementhat states a necessary condition for a particuitrpretation involving two
linguistic expressiona andb, y(a, b); see section 2.2, including footnote 7. phesent work maintains,
in the terms of Nakaya's characterization of sage(see section 4.1 above), that basic units o fizct
language faculty science arenfirmed schematic asymmetri@ghich arereproducible phenomenihat
are “measurable”, so to speak. Notice that it i$ clear how non-categorical judgments can be
“measured”, without introducing some arbitrary enid. As noted, | maintain that, if an alleged lirggic
generalization is not supported by, or does nostiute, aconfirmed schematic asymmetiy is not
(yet) part of data for language faculty scienckalgh it might well be part of a study of language.

There are a number of merits to making crucianerice taconfirmed schematic asymmetreges
basic units of facts against which we evaluate logpotheses about the Computational System of the
language faculty. For example, technical detaitsl t]® make things opaque unless conscious effogts a
made to articulate how the proposal under discunssam be put to empirical tesCrucial reliance on
confirmed schematic asymmetriéglps us understand actual empirical consequen€egarious
proposals, beyond technical details and differenoésframeworks, and makes it much more
straightforward to determine which of the altermatproposals are to be preferred over the others in
terms of their empirical merit (without relying ehetorical skills). It also helps us understand hesv
can deal with, and/or proceed in, cross-linguisésearch in a meaningful and effective way. If it
becomes the norm in the field to evaluate an allegmeralization in a given language based on wheth
it is backed up by aonfirmed schematic asymmetmhat will greatly enhance the reliability of
generalizations reported about any language. Muopbitantly, it makes us hopeful that we might be
able to make generative grammar an empirical sejencto put it more generally, to makeaguage
faculty scienc@ossible, where the general scientific method)rcén be rigorously applied.
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