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Chapter One

Linguistic Theory and the Grammar of Japanese

1. Introduction-

At the center of linguistic inquiry is knowledge that is essential
in relating sound and meaning. A grammar of a language is an
explicit characterization of this knowledge. Linguistic theory is a set
of principles and conditions based on which this grammar is arrived
at, or out of which this grammar develops In the pre cess of so-called
language acquisition. The innate linguistic knowledge that a human
is born with, i.e.,. what has been called Universal Gnmmar is hence
linguistic theory itself. A major task for the generative grammarian
is to construct a theory as an approximation of this innate
knowledge.1

The relationship between the grammar of a srecific language
and linguistic theory is nicely expressed in Kayne (i 975).

"A linguist working in the context of a specific linguistic theory
undertakes two tasks simultaneously. On the one hand, he
attempts to demonstrate the theory's ability to provide insight
into the language studied, and if successful he helps to confirm
the significance of that theory. On the other hand, he uses the
languages studied to obtain evidence bearing en issues that
arise within the theory. Particular principles i r analyses can
be supported or brought into question, and modifications
suggested, through precise argument." Kayne (1975, p. xv)

The present study is intended as a demonstration of how proposed
concepts in syntactic theory enable us to obtain a clearer grasp of the
structure of a particular language and how detailed grammatical
analyses of a particular language contribute to the Modification and
refinement of syntactic theory.
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2. An Introduction to Syntactic Theory

Fundamental in the generative grammatical studies that this
work is a part of is the conception of "language acquisition" as
schematized in (l).2

(I)

UG

Mf
Grammar

Parameter Setting
and Learning of Lotlcon, etc.

Universal Grammar (UG) contains a finite number of parameters, and
the core aspects of the grammar of a particular language will be
obtained by fixing the value of those parameters and by learning the
properties of the lexical items in the given language. The three basic
questions in the study of generative grammar are often stated as in
(2).

(2) (Chomsky (1986a, p. 3))
a. What constitutes knowledge of language?
b. How is knowledge of language acquired?
c. How is knowledge of language put to use?

Of the three questions in (2) the present study is primarily, but not
exclusively, concerned with (a) and (b).

The answer to (2a) must directly involve the elucidation of the
organization and the properties of the grammar of a particular
language. The answer to (2b) must involve the discovery of the
possible parameters. The possible parameters must thus be
motivated essentially based on what cross-linguistic variations they
account for and how the values of the parameters can be fixed by
primary linguistic evidence available to the child.

Let us illustrate one parameter that has been widely discussed.
This parameter has to do with the so-called X-bar module. As stated
in Emonds (1986, p.l):

Within the framework of generative grammar, the central
morpheme categories "X" have been determined to be the
noun, verb, adjective, and preposition (X=N, V, A, P). All
phrasal categories used inside sentences are hypothesized
to be "projections" of the lexical categories xi (j=a small
integer), where each XJ has one and only one X as its
"lexical head."

Consider the structures of VP, PP, NP and AP in English given in (3),
taking XP to be the maximal projection of X.

(3) '
a. [vp eat [np the fish]]
b. [pp from [np New York]]
c. [np the fish [s' (that) John ate ]] •
d. [ap proud [ of John]]

As is well known, the structures in (3) conform to the general
pattern of (4).

(4) IxpX... ]

English has been identified as a head-initial language, in light of the
fact that the head of a phrase is placed at the left-mo: t position of
the phrase.

Japanese, on the other hand, has typically been identified is a
head-last language, based on the patterns given in (5).

(5)
a. [NP [S' John-ga labcta] sakana]

John-NOM ale fish

'(the) fish that John ale'
b. [pp [NpTokyo] kara]

Tokyo from
'from Tokyo'

If the VP node is motivated, then it too will conform o the head-
final pattern.

(6)
[VP susi-o tabe]

sushi-ACC eat



The head-initial v.s. final contrast is observed also in the so-called S\
taken as a projection of C, one of the Functional Categories.

(7)

a. [CP [clhat] [s John ate sushi]]

b. [cp [s John-ga susi-o tabeta] [c to]]
'that John ate sushi'

If S' is taken as PP and COMP as P, as argued in Emonds (1985, Ch. 7),
then the patterns in (7) would be rewritten as in (8); cf. Fukui (1986,'
Ch. x).

(8)
a. [pp [pthat] (s John ate sushi]]

b. [pp [s John-ga susi-o tabeta] [p to]]
'that John ate sushi'

In this case, the pattern in (9) generalizes to (9).

(9)
a. [pp [p since] (s John ate sushi]]
b. [pp [s John-ga susi-o tabeta] [p karaj]

'since John ate sushi'

The placement of the head in (5) to (9) thus conforms to the pattern
in (10).

(10) [XP... X]

Thus, English and Japanese represents a head-final language and a
head-initial language, respectively.

In terms of the acquisition .model schematized in (1) above, the
child being exposed to English fixes the value of the relevant
parameter as [head-initial], based on the linguistic evidence available
to her/him, i.e. any structure like (3). As the result of this parameter
setting, core property of the combinatory principle for the language
is determined. The child being exposed to Japanese proceeds in
accordance with the evidence available to her/him.3

In addition to the X-bar module, a central properly of which I
have just sketched above, there are other components of UG, and
hence of the grammar of a specific language, which have been

identified as having independent properties and y^t interact
crucially with one another. Included among them are:

(11)
a. Bounding Module
b. Government Module

c. Binding Module
e. Case Module

f. Theta Module.

Cf. Chomksy (1981, Ch. 1) for a brief illustration ol the different
modules, as well as the notion "levels of represent;lions."

I share the general approach to the human linguistic faculty
pursued in the so-called Government and Binding or, in the more
recent practice of terminology, the Principles and Parameters
framework. Among the several core areas of the language faculty,
this work is concerned mainly with that which dcils with referential
association among nominal expressions. The relevant module has
often been identified as the Binding module and the referential
association between John and his in (12) is represented, in the
standard version of this theory (Chomsky (1981)), jy means of
coindexation, as indicated below.

(12)
a. John; loves hiss father.
b. Hisj father loves Johnj.

An alternative to the phenomena of referential association is found
in the works by Iligginbotham (1980, 1983, 1985), known as linking
theory, in which the notion "antecedence" is taken :s a primitive in
linguistics theory and the relevant association in ths sentences in
(12) is expressed by means of linking as in (13).

(13)
a.

b.

r. 1
John loues his fother

his father loues John

Ml^gBMggKMSWHWW^^



What is shared by these two approaches is the assumption that the
relevant module in linguistics theory deals with corcfcrcncc.
Rcinhari (1983, 1986) and Grodzinsky and Rcinhari (1990), on the
other hand, argue that it should deal only with bound-variable
anaphora and that the restriction on corcfcrcncc is to be accounted
for by some system of inference, based on the syntactic module thai
deals with the former.

In this work, I will argue for the essentials of the Rcinhartian
approach (1983, 1986) although I will depart from it in several
important respects.

&. An Introduction to Issues In Japanese Syntax

Consider the Japanese sentence in (14).

(14)
John-ga Mary-o hometa
John-NOM Mary-ACC praised
'John praised Mary.'

How should a Japanese sentence like this be represented, by
means of the primitives in the syntactic theory adopted here? This
general question comprises a number of independent but often
interrelated questions.

A question with respect to the Case module has to do with the
particles ga and o_. How are these morphemes, often called "case-
markers", related to the abstract Case? If they are manifestations of
the abstract Cases, how are these abstract Cases assigned to them? I
will not discuss these questions in detail in this work.4 While it is
perhaps the case that these "morphological cases" are not realized yet
at the level of D-structure, I will not try to strictly adhere to this
assumption in the ensuing exposition. I will thus often represent the
D-structure representation with these "case markers" to facilitate the
exposition.

In terms of the X-bar module, one could raise a number of
questions. For example, what maximal projections there are in this
"sentence". Is la. a morphological realization of a form of
INFL(cction)? Is the Japanese sentence headed by Verb? Cf. Fukui
(1986), Kitagawa (1986) and Kuroda (1987) for recent proposals on
the Japanese instantiation of the X-thcory. Is there Vma* that is
distinct from S or IP in Japanese?

Another crucial issue has to do with the question whether (14)
represents the "basic", i.e. the D-structure, order of the two argument
NP's. I will assume in the ensuing discussion that (14) indeed
represents the D-structure order of the two argument? and that
Mnrv-o John-ga hometa is derived from (14) by syntactic movement.
The relevant arguments for this claim have been advanced in Harada
(1977), Ilaig (1980), Kuroda (1980), Hoji (1985, 1987) Saito (1983,
1985, 1987), among others.

Having left aside certain issues and having made certain
assumptions, let us now consider another basic question in Japanese
syntax, namely, whether (14) must be represented as in (15a) or as
in (15b).5

(15) a.

b.

NP-ga NP-o U

The node K in the structure in (15a) is what has traditionally
been called the VP node.

In principle, three types of arguments for the e> istence of the
node K are conceivable. They would involve the dcrr onslration of
(16) below.

(16)
a. K behaves like a constituent, in terms of movement deletion, or

the pro-form substitution.
b. K acts as a "barrier" for some syntactic relation between a category

X that is outside K and a category Y that is inside K
c. K creates an asymmetrical relation between the &a_-marked phrase

and the p_-markcd phrase with respect to phenomena that are
sensitive to hierarchical relationship among different categories
on the tree, such as anaphora, scope, and so on.



The demonstration of (16a) would mean that the o_-markcd phrase
and the Verb form a constituent, but it docs not necessarily argue
that this constituent is a Vmax, unless it is established that the
relevant operations are allowed solely on maximal projections. If
one (16b) can be demonstrated, it would, presumably, constitute a
strong argument that the o_-markcd phrase and the Verb form a
maximal projection. The establishment of (16c) would constitute
evidence for branching as indicated in (15a), but not necessarily
evidence that the node K is a maximal projection. That is, to the
extent that the syntactic domain is determined in terms of "c-
command" rather than "m-command", (16c) cannot be evidence for
the node K being a maximal projection.6

Arguments of all of these types have been constructed for the
VP node in English. The arguments of the type (16a) include VP-
preposing, VP-deletion and the do so substitution', as indicated by the
examples in (17).

(17)
a. We thought that John would cat the tuna raw; and [yp eat the tuna

raw], he really did.
b. We thought that John would cat the tuna raw but he did not [yp fifij.
c. We thought that John would eat the tuna raw and he actually did so.

It has been argued in xxx that the preposing, deletion, and
substitution operations in (17) are confined to the constituents that
have been identified as VP. Because of such "constituency tests" as
these and others, the existence of the VP node has been widely
assumed in the study of English syntax even before the generative
grammar.

Now let us briefly look at the other two types of arguments.
The arguments of the type in (16b) are more theory-internal than
those of the type indicated in (16a), having to do with claims such as
"the subject position is not governed by the verb" or "the object
position is not governed by INFL". The empirical manifestations of
such theoretical statements are the asymmetries between the subject
and the object with respect to (i) the restrictions on syntactic and LF
movement, (ii) Case assignment, and most thcory-internally, (iii) the
distribution of the empty nominal expression that is both pronominal
and anaphoric, PRO. For example, the well known subjccl/objcct
asymmetry in (18) and (19) has been attributed partially to the
inability for the verb to govern the subject position; cf. xx, xxx among
many others.

8
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(18)
a. Who bought what?
b. 'What did who buy?

(19)
a. What did you think that Bill ate?
b. *Who did you think that ate the tuna?

Sentences such as (20) below arc assumed in the standard GB
approach to have an empty nominal category in the embedded
subject position, as indicated below.7

(20)
a. Johnj promised Mary [s1 PROj to go]
b. John persuaded Mary; [s* PRO, to go]

The distribution of such a phonetically unrealized subject (PRO in
(20)), which is restricted to the subject position of l le non-tensed
clause, has been related to the assumptions that the subject of the
infinitive, for example, is not governed and that PRO is a pronominal
anaphor and hence should not be governed (the so-ccllcd PRO
theorem).8 In order for such an analysis to hold, it must be the case
that the verb docs not govern the subject NP; hence the analysis
renders it necessary that there is a VP node in English.

Let us now turn to (16). The most notable phenomenon that
arc used to demonstrate (16c) arc that of referential association
among nominal expressions. The examples in (21) illustrate one such
argument, based on definite NP anaphora.

(21)
a. John loves hisj father.

b. Johnj's father loves him;.
c. Hisi father loves John].
d. *Hc loves Johnj's father.

Suppose that the relevant condition that is responsible for the
contrast in (21) is as in (22); we will sec in Ch. 2 hov this condition
has been motivated in English.

(22) A pronoun cannot c-command its antecedent.



The definition of "c-command" is given in (23) in its "standard" form;
cf. Reinhart (1976).*

(23)
X c-commands Y iff the first branching node dominating X also
dominates Y.

Leaving aside the precise definition of "pronouns" and "antecedents"
for the time being, it is clear that the sentential structure in (24a),
but not in (24b), gives the correct results. (I am disregarding the
INFL (i.e. categories such as Tense, Auxiliaries and Aspects) in these
tree diagrams.)

(24)
a.

•

b.

If (24b) were the sentential structure in English, the subject NP
and the object NP would c-command each other, hence making the
wrong prediction that (21b) and (21d) are both unacceptable. Notice
that, under this assumption, him would c-command John in (21b).
This would violate the condition in (22); hence it would wrongly be
predicted that (21b) disallowed the conference as indicated. If
(24a) is the structure of the English sentence, on the other hand, the
subject NP asymmetrically c-commands the object NP, hence yielding
the correct result. Under this assumption, it is only in (2Id) that a
pronoun c-commands its antecedent, thereby correctly predicting
that the corefcrcncc is disallowed only in (21d).

Notice that the arguments of the types (16b) and (16c) are not
necessary for the establishment of the VP node in English as long as
the arguments of the type (16a) are valid, which they in fact arc. On
the other hand, if there were not compelling evidence based on

10

(16a), then the arguments of the types in (16b) and (16c) would be
crucial. As we will see, the situation in Japanese is precisely that.

In Japanese, unlike in English, the evidence for the existence of
the node K based on language-internal grounds has been difficult to
identify. Arguments that the node K is a maximal projection of V
that is distinct from S have been even harder to corstruct.

Most of the works until the early 1980's hence seem to assume
that the VP node does not exist in this language (e.g Inoue (1976),
most papers contained in Shibatani (1976), except fcr Kuroda's and
Kuno's). The VP node, or its equivalent, is assumed in works such as
Kuno (1973); but arguments for it are not given.10

An argument of the sort indicated in (16a) is attempted in
Nakau's (1973, pp.44-48), in which "the pro-form soo su" is taken as
"the Japanese counterpart of the English expression "do so" (p.45).
"The separation of Predicate Phrases (i.e. VP-HH) foim subject Noun
Phrases and Auxiliaries is motivated by the rule of Soo Su Predicate
Phrase Pro-formation." (p.44) Consider the examples in (25) from
Nakau (1973, p.45).11

(25) Nakau (1973, p.45)
a. Taroo-wa, terebi-o mi-ta; Ziroo-mo

Taroo-TOP TV-ACC scc-PAST Ziroo-ALSO

'Taroo watched the TV; Ziroo also did so.'

soo si-U

so do-°AST

b. *Taroo-wa, tercbi-o mi-ta; Ziroo-mo terebi-c soo si-ta
Taroo-TOP TV-ACC sec-PAST Ziroo-ALSO TV-ACC so do-PAST
Taroo watched the TV; Ziroo also did so the TV.'

Nakau claims that "the contrast between [(25a)] and f(25b)] in
grammaticality suggests that the pro-form may not substitute for
any part of a [VP]." (p.45) Hinds (1973, p.xx), on the other hand,
challenges Nakau's claim that soo su always substituies the VP node.
He notes that soo su need not correspond to a single VP.

(26) (Hinds' (1973))
Taroo-wa Kankoku-c ilia; sorckara Osaka-e kactta;
Taroo-TOP Korca-to went then Osaka-e returned
sositc hikooki-de Amcrika-e ilia; Hanako-mo S'>o si-ta
then airplanc-by Amcrica-to went Ilanako-ALSO SO do-PAST
'Taroo went to Korea, then (he) returned to Osaka, then (he) went to
America by airplane; Hanako also did so.

11
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SOO ,5U in this example is much like English do so. as indicated by the
English translation in (26). This then means that do so need not
correspond to a single VP in the preceding linguistic context. In this
sense, 500 SU resembles do the same. In (27), do the same "replaces" a
sequence of actions "denoted by" different VP's; cf. Sag (1976, p. xx).

(27)
John ate an apple; then he drank beer; then he went back around

3:00; and Bill did the same.

Just as the "substitution" of more than one VP by do the same docs
not warrant the claim that do the same is NOT a VP, so the
"substitution" of more than one VP by soo su does not warrant the
claim that soo su is NOT a VP.

To argue against the claim that soo su is a .VP, one must present
evidence that it co-occurs with an internal argument of a verb, e.g.
the object NP, for example. The example in (28) from Hinds (1973,
p.24) and the one in (29) from Inoue (1976, p.44) are meant to be
such evidence. (The glossary is supplemented by HII.)

(28) (Hinds (1973, p.24))
Taroo-wa teineini hon-o kaita; ronbun-mo soo si-ta
Taroo-TOP carefully book-ACC wrote; thesis-ALSO so did
'Taro wrote a book carefully; (he) did so too a thesis.'

(29) (Inoue (1976, p.44))
Watasi-wa naironburausu-o tc-dc araimasu.
I-TOP Nylon blouse-ACC hand-by wash
'I wash nylon blouses by hand'

Watasi-wa ke-no seetaa-mo soo simasu.
I-TOP wool-GEN sweater-ALSO so do
(Lit.) 'I do so wool sweater as well.'

However, Hasegawa (1980, p.xx)), arguing for the existence of the VP
node in Japanese, points out that what appears to be the direct object
appearing outside the scope of soo-su is typically marked with
particles such as msi. 'also' and the contrastive marker wa_. She claims
that without such particles, the relevant sentences become
unacceptable. Hasegawa (1980, p.l 17) cites the following example.
(The judgments are hers.)

12

(30) (Hasegawa (1980))
Taroo-wa tcinci-ni hon-o kak-u ga ronbun-o soo si-ta koto-wa nai
Taroo-TOP carefully book-ACC write but rcport-ACC so did has not (done)

'Taro writes books carefully but (he) hasn't done so articles.'

Hasegawa argues that the status of (30), as compared to Hinds' (28),
indicates that the remarked NP complement of the Verb X cannot co-
occur with SOO SU that "substitutes" the VP headed by X. Assuming
that the ino_-markcd NP and the wa-marked NP can be generated
outside the VP node, Hasegawa (1980) concludes that Hinds' (28)
docs not constitute evidence against the claim that soo su
'substitutes' the VP node.

Koizumi (1990, p.ll) seems to accept Hasegava's argument and
uses it as support for his claim that "the scope of Isoo-su) is limited to
V or VP. (p. 12) While the syntactic properties of soo su. as well as
those of do so. are not entirely clear, it is not impossible for the re
marked NP to co-occur with soo su. as indicated bclcw.12

(31)
Kimi-no sectaa-o soo suru no wa katteda ga boku-no-o
you-GEN sweater-ACC so do it-is-okay but I-GEN-ACC
(sonna huuni) asirde arawaretarisitc-wa kanawanai naa
(like that) leg-with if-you-wash-it it-will-be-a-problem
(Lit) 'It is okay if you do so your sweater, but it woUd be a different
matter if you wash my sweater with your legs in tlut way.'

(32)
John-ga kooriamc-o (tiisaku) kamikucaku to
John-NOM ice candy-ACC (into small pieces) crunch when
Bill-wa kurumi-o soo sita
Bill-TOP walnut-ACC so did

(Lit.) "When John crunched an ice candy (into small p eces), Bill did so
a walnut.'

Examples like these show that the ©.-marked NP can indeed appear
with soo su.

One could argue that the ©.-marked NP can in fict be base-
generated outside the VP node, as in the sentences in (33); cf. Kuno's
(1973) and Saito's discussion of the Japanese analogue of the
"subject-to-object" raising, which has sometimes bcci identified as
an instance of exceptional case marking in Japanese 'Kitagawa
(1986)).

13



(33)
a. Mary-wa Johni-o [s' karei-ga mukasi purorcsuraa dalta to]

Mary-TOP John-ACC hc-NOM before professional wrestler was that
omolte iru

thinks

'Mary thinks of John, that hei was once a professional wrestler.'

b. Watasitati-wa Yamada-sensei-o fs* sensei-ga mukasi
We-TOP Prof. Yamada-ACC prof-NOM before
kagekiha-no gakusci datta-ni-tigainai to] omotte ita
radical scct-GEN student must-have-bcen that thought
'We believed of Prof. Yamada that the professor was once a radical
student.'

The existence of sentences like (33) makes it plausible that Japanese
allows in principle the structure of the form (34).

(34) NP-ga NP-o [vp Is' ... ]•••]

Let us assume that the NP-o (which one might call a "major object")
in (34) is VP adjoined.

Given the availability of the structure in (34), and given the
assumption that the more general form in (35) is allowed in
Japanese, the examples in (31) would not be inconsistent with the
view that soo su is a VP.

(35) NP-ga NP-o VP

However, examples like (36) below forces such an analysis to
postulate that the structure in (37) (in addition to (35)) is well-
formed in Japanese.13

(36)
Kimi-no kuruma-ni soo suru no wa katlc daga,
you-GEN car-DAT so do it-is-okay but
bokuno-ni sonnna kitanai stekkaa-o hararctcwa komaru naa
mine-DAT such a dirty stickcr-ACC if-you-put-on it-will-be-a problem
(Roughly) 'It is okay if you do so your car, but it would be a different
matter if you put such a dirty sticker on my car.

(37) NP-ga NP-ni VP
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The phrase structure in (37) must be independently motivated. One
might, for example argue that the NP-ni is another nstancc of a
major object, reserved to express "affcctcc".

As an attempt to circumvent problems like this, let us assume
that the generalization regarding the use of soo su ;s that it
"substitutes" any projection of V as long as the action that it denotes
involves "sufficient amount" of "distinctiveness" with respect to its
"manner". Notice that the soo is in fact one of seytral forms that take

the "demonstrative" paradigms ko. so. a. do: cf. koo. ;oo. aa. doo: cf.
the discussion in Ch. 4. Thus the intuitive sense of too su is in fact

something like 'do (something) in that way'. Note tl at in (32) tiisaku
'into small pieces" is not necessary. By contrast, as in Hasegawa's
example in (30), (38) docs not seem to be acccplab c without the
adverbial .nagai zikan kakete yukkuri to 'very slowly, by taking a
long time.'14

(38)
John-ga susi-o '(nagai zikan kakete yukkuri to) taberu to
John-NOM sushi-ACC (very slowly, taking a long time) eat when
Bill-wa tempura-o soo sita
Bill-TOP tcmpura-ACC so did '
(Lit.) 'When John ate sushi (very slowly, by taking a long time), Bill
did so tempura.""

The crucial difference between (32) and (38), obviojsly, lies in their
predicates. While kamikudaku. which is formed by compounding
kam 'bite' and kudak 'break up' implies a certain d :gree of "manner"
in itself, tabe 'eat' docs not. Hence tabe 'cat' by itself cannot be
replaced by soo su. while kamikudak 'bite and brcck into small
pieces' can.

If this intuitive characterization of the use of ; oo su is correct,
then soo su should be able to "substitute" a verb that takes both the

ni-marked NP and the o_-markcd NP, and co-occur with these two
NP's, as long as this verb "contains a certain amount of distinctive
manner." This seems correct, as indicated by the following
sentence.15
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(39)

7John-ga Mary-no tukue-no hikidasi-ni zcrii-o nagasikomu to
John-NOM Mary-GEN desk-GEN drawer-in jello-ACC put In when
kondo-wa Mary-ga karc-no tansu-no hikidasi-ni purin-o soo sila
then Mary-NOM he-GEN bureau-GEN drawer-in pudding-ACC so did
(Lit.) 'When John poured jello into the drawer of Mary's desk, Mary in
turn did so into the drawer of his bureau.'

Notice that the analysis of the sort that incorporates the structures in
(35) and (37) would be hard put, in light of examples like (39). It
seems extremely difficult, if not impossible, to establish the structure
in (40), on independent grounds.

(40) NP-ga NP-ni NP-o VP

In (40) both the ©.-marked NP and the ni-marked NP are generated
outside the VP.

Examples presented above thus indicate that soo su need not
be a "substitution" of VP or V, i.e., it need not be dominated by VP or
by V, and that it may be dominated simply by a V.

This does not mean that soo su cannot be dominated by VP.
But, of course, the point of contention in works such as Nakau (1976)
and Hasegawa (1980) was that the VP node exists in Japanese. The
preceding discussion, however, indicates that the phenomena of soq
sjl does not constitute positive evidence for the VP node in Japanese.

As noted above, soo in soo su is a member of the s_o_ system,
which is part of the ko/so/a/do demonstrative paradigm. We can in
fact substitute k_o_o_ 'this way' for soo in a structure parallel to the
second conjunct of (39), as shown in (41).«6

(41) (Showing the manner by gesture.)
a. Mary-no tansu-no hikidasi-ni purin-o koo site kudasai

Mary-GEN bureau-GEN drawer-in pudding-ACC this way do please
(Lit.) 'Please do this way the pudding into the drawer of Mary's
bureau.'

b. Bill-wa Mary-no tansu-no hikidasi-ni purin-o koo silan desu
Bill-TOP Mary-GEN bureau-GEN drawer-in pudding-ACC this way did
(Lit.) 'Bill did this way the pudding into the drawer of Mary's
bureau.'

I thus assume it to be established that sjip. in Japanese can be a
demonstrative manner expression, analogous to something like '(in)
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that way' or 'to that effect'. We may then account for the fact that
while, as pointed out in Ross (1972, p.118 fn 5), mutter so is not
acceptable, soo tubuyaita' mutter so' is perfectly acceptable.17, 18

Until the 1980's, Nakau's argument was the on'.y attempt to
empirically motivate the node K in (15a). Hence Hinds' argument
against it, as Miyagawa (1990, pp. 9-10) puts it, seems to have led
many in the field to the conclusion that Japanese does not have the
node K and its phrase structure is as in (15b). In fact, most of the
works in Japanese syntax in the 1970's cither explicitly claim or
implicitly assume that Japanese docs not have a VP rode. Kuroda
(all his works) and Kuno (1973, for example) are two notable
exceptions to this general trend.19

An argument of the type in (16b) is attempted in Kuroda's
(1983). He argues, based on the availability of "arb trary
interpretation" for the subject empty category in Japanese, the
subject position is ungoverned; cf. also Saito (1982, pp. 30-31).20
This argument is hence for the claim that the node K in (15a),
repeated below, is in fact a maximal projection.

(15a)

Consider the paradigm in (42) and (43) from Kuroda
(1983).*l

(42) (Kuroda's (1983) (xx))
a. [ ccard taima-o ka-u no]-wa kinzi-r. rct-i-ru

marijuana-ACC buy-PRES -TOP forbid-P \SS-PRES
'[PROarb to buy marijuana] is forbidden'

b. [ ccarb sensci-ni a-u no]-wa muzukasi i
teacher-DAT meet-PRES -TOP difficult-PR ES

'[PROarb to mccl teachers] is difficult'

(43) (Kuroda's (1983) (xx))
a. *[Kodomo-ga ccarb ka-u no]-wa kinzi-raiet-i-ru

child-NOM buy-PRES -TOP forbid-PAJS-PRES
'IFor children to buy PROarb! is forbidden'

17
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b. *[gakusci-ga ecARB a-u no]-wa muzukasi-i
student-NOM mect-PRES -TOP difficult-PRES

'[For students to meet PROarb] is difficult'

Based on the parallelism as indicated above between the distribution
of the so-called PROarb in English and that of the empty nominal
with the arbitrary interpretation in Japanese, Kuroda argues that the
empty nominals in the embedded subject position in (42) is also
PROarb- Given the standard assumption (the so-called PRO theorem)
and the assumption that the empty categories in the embedded
subject position in (42) is indeed PROarb, this in turn indicates the
ungoverned status of the subject position in the tensed clauses in
Japanese.22

Given the conclusion that the subject position in Japanese is
ungoverned, Kuroda (1983) argues that the so-called Nominative
case marker gj. is NOT assigned under government. Notice that the
ungoverned status of the subject position must result not only from
the absence of government from INFL (the lack of Agr presumably
disqualifies INFL to govern) but also from the absence of government
from V, as indicated in (44).

(44)

no government

ec(-ge) (NP-o) V INFL

no government

To ensure that the verb does not govern the subject position, we
must assume that there is a barrier for government, most likely, the
maximal projection of V, as indicated in (45); cf. Kuroda (1983) and
Saito (1982, pp. xx) (?).

(45)
[ec(-ga) [vMa* (NP-o) V] INFL]

Hence, the data in (42) and (43) with respect to the arbitrary
interpretation for the subject empty category can be regarded as
evidence for the existence of the maximal projection of V that does
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not dominate the subject position, hence the evidence for the VP
node.

Takczawa (1987; pp. 79-83) points out, however, that the
relevant data in (42) and (43) do not establish that the subject
position of the tensed clause in Japanese is ungoverned. Takczawa
first points out what Chomksy (1986a, p. 117) notes as 'a potential
problem" for the standard "explanation of properties of PRO in terms
of government or Case." Chomsky (op. cit.) that 'some of the
properties of PRO arc shared by pronouns with arbitrary reference
such as one in English , or more narrowly, man in German or o_n_ in
French." Among the examples he provides arc (46).

(46) (Chomsky's (1986a, p. 117) (121))
a. one shouldn't do such things
b. *they, ought to met one

An overt category, in a governed position, may have an arbitrary
interpretation, as indicated in (46a). Hence, arbitrary ;nterpretation
is not limited to PRO. The contrast between (a) and (b) ;n (46)
further indicates that the relevant position for this interpretation is
limited to the subject position. If arbitrary interpretation is possible
for categories other tlian PRO, Takezawa argues, the relevant empty
categories in (42) need not be PRO. They can be empty pronouns,
pro, which as been argued to exist in Japanese since Kuroda (1965);
cf. also Hoji (1985, 1987) and Saito (1985) and many subsequent
works. If they can be pro, then the data in (42) and (43 > arc no
longer evidence for the hypothesis that the subject posit.on in
Japanese is ungoverned; hence they do not constitute evidence for
the maximal projection of V.

Finally, an argument of the type in (16c) is first presented in
Whitman (1982) and Saito (1983). It has to do with def nite NP
anaphora. This topic will be discussed extensively in Ch. 2; and I will
not review their argument here. (The argument is esse itially the
same as the one that is given for English above, and the relevant
Japanese data can be obtained simply by changing the English data in
(21) into Japanese.)

Note that this pronominal corefcrence argument (and for that
matter weak crossover argument as well (Saito and Hoji (1983), Hoji
(1985, 1987) and Saito (1985)) for (16c) goes through, only under
the assumption that the syntactic domain is determined by c-
command, without recourse to precedence. Notice that the relevant
condition given in (22) is stated in terms of "c-command", not
referring to the' precedence relation. It is, in other word;, based on
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the arguments in Reinhart (1983) for the irrelevance of precedence
for the determination of the syntactic domain that the relevant
Japanese pronominal corcfcrcncc data have been considered as
evidence for the "configurational" nature of the Japanese language in
most of the recent works within the GB framework.2*

However, the situation in which the relevant definite NP
anaphora in Japanese can be described either by the syntactic
domain defined in terms of c-command alone or by the one defined
in terms of precedence as well as some configurational notion, such
as kommand or c-command, has prompted some linguists such as
Kuno (1985) and Whitman (1987) to conclude, erroneously in my
view, that the adoption of the c-command account, coupled with the
proposal, following Kayne (1983) and Huang (1982), that Japanese
phrase structure is strictly binary (Hoji (1985, 1987)), is not
motivated. To put in somewhat abstract terms, their argument is as
follows. All the relevant data can be described with the syntactic
domain being defined by "precede and kommand", as proposed in
Lasnik (1976), (or "precede and c-command"; cf. Lasnik and Barss
(1986)) without assuming that the Japanese phrase structure is
strictly binary. Whitman (1987, p. 368), for example, seems to argue
that the c-command account is not justified when "[s]uch an account
simply translates a linear precedence relation into a hierarchical
dominance relation." His argument in this connection seems to be
based on certain misguided assumptions; but the logic of his
argument is clear. Since the c-command account, coupled with
binary branching, is descriptively equivalent to the account that
incorporates precedence as well as some hierarchical notion, and
since the account that is based in part on precedence does not need
binary branching, the account that incorporates "precedence" is to be
preferred over the c-command account.

Recall that mere precedence cannot describe the relevant data,
as it is clear from the fact that coreference is possible in (47).

(47)
a. [np the woman who met him; at the party] fell in love with John;
b. hisj teacher recommended Johnj

If a pronoun cannot precede its antecedent, the coreference in (47)
must be impossible. This much, all of us agree.

Thus the two relevant options amount to the following.

(48)

domain defined by branching

20

option 1
option 2

c-command

precedence plus
alpha

binary
non-binary

To the extent that the syntactic domain is defined by "precedence" as
well as some hierarchical notion in option 2 while it is defined simply
by "c-command", the conceptual advantage of adopting option 1 is
clear.24 It is precisely for preserving this conceptual advantage that
Larson (1988) proposes an account of the double object construction
in English that makes the observations noted in Lasrik and Barss
(1986) and Kuno (1986) compatible with option 1.

Notice that option 1 in (48) entails that any syntactic domain is
a constituent, which clearly is another conceptual advantage.25 Thus
if both options have exactly the same empirical coverage, these
conceptual considerations should definitely lead one to adopt option
1 over option 2.

So far, the only compelling evidence of type (3:) for the
"configurationality of the Japanese phrase structure" comes from
definite NP anaphora.26 Thus a closer look seems in order of the
relevant conditions on definite NP anaphora and hov they are
motivated based on the grammar of Japanese, as wel as based on
theoretical considerations. One of the purposes of Ch. 2 thus is to
reinforce the only empirical language-internal arguircnt, to my
knowledge, for the irrelevance of precedence for def nite NP
anaphora in Japanese, originally given in Saito (1985, Ch. 2). To the
extent that this argument is valid, we will have empirical as well as
conceptual reasons to adopt option 1 over option 2. To set the stage
for this task, however, I first need to illustrate how the relevant .
condition on definite NP anaphora applies in Japanese.

L Outline of the Book.

The content of each chapter is summarized bel )w.

Chapter 2: Definite NP Anaphora and Japanese Phrrsc Structure

This chapter provides evidence supporting Lasnik's (1986)
proposal to divide binding condition C into two parts. Social titles in
Japanese such as sensci 'professor" arc brought into he discussion of
the phenomena of disjoint reference and argued to provide
reinforcement of Saito's (1985) Japancsc-inlernal art ument for the
irrelevance for the precedence relation for the syntactically
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controlled aspects of definite NP anaphora.
Based on the observation in Japanese that all the non-

anaphoric nominal expressions arc subject to the local disjointness
condition that is identical to condition B, it is proposed that binding
condition B be. reformulated as a condition on [-a]. Arguments for
this claim will be given not only both on grounds of empirical
coverage but also on grounds of language acquisition.

Chapter 3: On the Nature of Condition D

The relevant disjoint reference condition discussed in Ch. 2,
called condition D, is argued to be a condition on linking. This is in
contrast to condition B, which is a condition on binding. This
distinction is motivated by the fact that condition D effects may be
"suspended" in certain environments, those of B may not. Some
consequences of the proposal will be considered with respect to other
related issues in Japanese syntax, such as the landing site of
scrambling.

Chapter 4: Bound Variable Anaphora in Japanese

This chapter is concerned with the elucidation of how bound
variable anaphora is expressed in Japanese. It deals not only with
the question of what counts as quantifiers but with what may
function as bound variables in this language. The well known
observation that the so-called Japanese overt pronoun kare cannot
function as a bound variable is related to the relation that karc holds

with one of the demonstrative paradigms in the language.
It will also be demonstrated that condition B effects, which arc

sometimes rather weak in Japanese in the case of coreference, are
quite sharp when wc consider structures that must involve bound
variable anaphora, thereby providing support for the Reinhartian
view of binding conditions. In an Appendix to this chapter, I will
relate the discussion on kare to the so-called Korean overt pronoun
kli.

Chapter 5: Sloppy Identity in Japanese

In this chapter, I will demonstrate that the phenomena of
sloppy identity provides confirmation for the generalization made in
Ch. 4 with respect to the ability of various nominal expressions to be
construed as bound variables, given the assumption that sloppy
identity involves bound variable construal.
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The first task in the chapter is identify how (e.g. in what
constructions) sloppy identity is expressed in Japanese. It is first
shown that the soo su 'do so' construction cannot bz used to test the
availability of sloppy readings. The stripping construction is then
identified as the construction in Japanese that yields sloppy identity
(i.e. bound variable interpretation) precisely in the configuration, in
which we expect to observe bound variable anaphora. The
properties of the Japanese stripping construction will then be
carefully examined, being compared to the topic and cleft
constructions, drawing from Saito (1985) and Hoji (1987).

By using the sloppy identity test, it will be confirmed that
condition B effects are most clearly observed in the case of bound
variable anaphora, but not in the case of coreference.

Chapter 6: Coreference, Bound Variable Anaphora and Language
Acquisition

The synthesis of Chi, 2-5 is the purpose of tl is chapter. First,
the results from the earlier chapters will be summarized in terms of
the effects of conditions B, C and D for coreference (6.2) and for
bound variable anaphora (6.3). The core aspects cf arguments for
the main claims of the book, summarized in (49) (mainly (a) anc (c)),
will be illustrated through the discussion here.

(49)
a. Binding condition B regulates [-a] categories. (CI. 2)
b. Binding condition D is a condition on linking whi e condition B is a

condition on binding. (Ch. 3)
c. Binding conditions regulates bound variable anaphora but not

coreference. (Chs. 4 and 5)

Condition C will be argued not to be a grammatica
indicated in Reinhart (1983, Ch. 7), based on the a'
in the case of coreference as well as in the case ol

anaphora.
The problems with the conclusions in (49) (i

(b)) will be identified One major problem has to c
condition B effects for corcfcrcncc. The relevant

the fact that while John recommended him in Eng
disallows the corcfcrcntial reading on it, its count
more or less allows the corcfcrcntial reading. Af(
Rcinhart's (1983) pragmatic account of them, I wi!
observation to the experimental result in child lai

principle, as
jsence of its effects

bound variable

n particular (a) and
0 with the

phenomena include
ish strongly
:rpart in Japanese
cr introducing
1 relate this

•.guage acquisition
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studies (e.g. Wcxlcr and Chien (1989)) that the children acquiring
English tend to allow Mama; bear washed her; but not Every bearj
washed hcrj. I will here depart from Reinhart (1983) by rejecting
her pragmatic account of condition B effects for corcfcrcncc, although
I still maintain her claim that binding conditions regulate only bound
variable anaphora (and not coreference).

A proposal will be made to account for the array of data that
cover Adults' English, Children's English and Japanese. The proposal
is also intended to accommodate the properties of the so-called overt
pronouns in Korean. The cases of apparent disjoinlncss effects that
do not fall under this proposal will then be discussed and will be
argued to be a consequence of considerations independent of binding
conditions.

5, Notes to Chapter One

1 See Chomsky (1976, Ch.l), for example, for more on the
general nature of the linguistic enterprise that this work is a part of.
2 Cf. introductory remarks in most of Chomsky's books. Chomsky
(1971, Ch.l) and Chomsky (19775, Chs. 1 and 2) contains particularly
illuminating discussion of the object of inquiry in generative
grammar, the former being somewhat more accessible than the
latter. More technical introduction is given in Chs. 1 and 2 of
Chomsky (1981).

It has also been pointed out, however, that such variations may
exist among different categories within a single language. See Huang
(1982) Li (1985, 1989) for example.

The readers are referred to Takezawa (1987), Saito (1983) and
most notably the series of works by Kuroda (1983, 1986, 1987,
among others) on the issues of case marking in Japanese. The works
that discuss Japanese case marking from different perspectives
include Shibatani (197x), Kuno (1973) and xx.

If Inflection (INFL) has its own projection, the choice of the
appropriate phrase structure for (14) will be more complicated
accordingly. For example, the structure in (15a) would have to be as
in (i) (Saito (1982), Takezawa (1987)) or as in (ii) (Kuroda (1988)),
with K in (15a) being taken as VP.

(i)
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(ii)

Whether the GA-phrasc stays in the "VP-internal" position or not
at the level of S-structure might also have certain c< nsequenccs. At
this point, however, I am not concerned with this qicstion or with
the choice between (ia) and (ib).

Similarly, the phrase structure in (15b) would be modified as
in (iii), under the assumption that there is INFL and it projects to
INFLUX.

IP

NFL

NP-ga NP-o U

6 The notion "m-command" of Chomsky (1982, p. x) is
equivalent to Aoun and Sportiche's (1980) definition of "c-command",
as defined in (i).
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(i) X m-command Y iff every maximal projection that dominates X
also dominates Y.

7 But see Brame (19xx) and xx for arguments against this
position; cf. also Kostcr and May (19xx).

8 The essence of the PRO theorem is that PRO, being both
[+anaphoric] and [+pronominal], must satisfy two mutually
incompatible requirements; i.e. it must be (i) bound in its minimal
governing category and (ii) it must not be bound in its minimal
governing category. In order to satisfy these requirements, it must
be the case that there does not exist a minimal governing category
for it. This means, due to the definition of "minimal governing
category" that is in turn based on the notion of "government", that
PRO is not governed. According to the logic of the PRO theorem, if
PRO is not governed, then the requirements in (i)- and (ii) are
vacuously satisfied, just as p -> q is true if p is false in the first order
logic.

As will be noted below, the "standard" definition of "c-
command" in (23) is different from that given in Reinhart (1976,
1983).

10 Iwakura (1974) assumes the VP node in his analysis of
negation in Japanese. If his analysis of negation is successful and if it
crucially requires the VP node for it to work, that would constitute
evidence for the VP node in Japanese. I do not attempt to provide an
assessment of his analysis here.

11 Throughout this manuscript, I take liberty to supply glossary
and/or to modify the translations of the Japanese examples taken
from the other linguists, AS LONG AS such modifications do not affect
the crucial points that the examples are intended to illustrate.
12 The word by word glossary given in (31) is extremely rough.
13 The word by word glossary given in (36), as in (31), is
extremely rough.

14 The distinction between the so-called topic wa. and the
contrastive wa. is not clearly indicated in gloss, when is does not
affect the discussion.

15 The discussion in Lakoff and Ross (1976) "Why You Can't Do So
Into the Sink," and Ross (1969) arc of much relevance in this regard.
I will return these works in Ch. 5.

16 POP 'which way' docs not seem to fit well in these
environments.
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(i) ••Bill-wa Mary-no
sitan desu ka?

Bill-TOP Mary-GEN bureau-GEN drawer-in pudding-ACC how
did Q
'How did Bill do the pudding into the drawer of Mary's bureau?'

I suspect that mutter that way is basically acceptable.
One might relate the use of koo su 'do this way' here to the use

of doo su 'do which way, do how' in the following ei ample.

(i) korc-[o/wa] doo [suru/sitaraii] ka (wakaranai)
'(I don't know) what to do with this'
'(I don't know) how to [handle/do] this'

As indicated in the first English translation, in which this is not a
direct object of cLo_ but rather a complement of P, examples of this
sort also make it plausible that the o_-marked NP is gencrable as a
"major object", representing something like "regarding NP". Cf.
Kuroda (1990) for much relevant discussion, in which he proposes
that NP's, as well as S's contain a topic (a mini topic)
19 Hoji (1989) argues for the existence of Vmax that is distinct
from S, claiming that there is VP-preposing in Japanese as an
instance of scrambling, i.e., adjunction to the S node (IP).
2 0 As Takezawa (1987, p. 79) notes, this argumen s of Kuroda's is
made in the context of trying to show that Case-marking in Japanese
is independent of abstract Case assignment and also >n the context of
motivating his "government-free" Linear Case-marking system."
Takezawa (1987) argues for a "configurational" account of the
Japanese Case-marking system.
21 Kuroda (1983) also provides data that indicate that the
arbitrary interpretation is possible for the subject empty category
even in sentences with the so-called PAST Tense marker 13. (or
arguably, the Aspectual Marker; cf. xx).
22 The relevant data are also compatible with the conclusion that
the subject of the Japanese tensed clause is optionally governed.
This possibility is in fact explored in Hasegawa (1985) (an earlier
version of Hasegawa (1984/85). Cf. Epstein (1984) and xx for
discussion of the arbitrary interpretation for pro.
23 Notice that adoption of this conclusion is independent of
whether there is a node, e.g. VP, that is distinct from S. This point
has been pointed out in Hoji (1985, xx) and Whitman (1982, 1987).
24 Given the conception of the level of LF provide 1 in
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Higginbotham (1983?), the precedence relation must be irrelevant at
that level, (to be completed)
25 The reason why the definition of "c-command" in Reinhart
(1983, p. xx), unlike the "standard" (i.e. what is often cited as
"Reinhart's first branching definition of c-command"), does not
contain the clause "neither X nor Y dominates the other is precisely
because binary branching is not assumed in that work.
2o xhc other arguments such as those based on quantifier scope
interaction as given in Hoji (1985, 1986) have the same form as the
pronominal coreference argument.

28

Chapter Two

Definite NP Anaphora and Japanese Phrase Structure

2.1. Introduction: Binding Condition C and the VP Node In
Japanese

As noted in chapter one, a phenomenon of re erential
association has been used to motivate the configuravional structure of
the Japanese language in Whitman (1982) and Saito (1983). More
specifically, the facts that kare and John in (1) can be corcferential
with each other has been taken as evidence that kare does not c-

command John, given the assumption that the relevant condition is
stated as in (2).1 ..

(1) Johnj-no sensci-ga kare;-o semcta
John-GEN teachcr-NOM he-ACC criticized

'Johni's teacher criticized himi.'

(2) Chomsky's (1981, p. 1088) Binding Condition C:2
An R-exprcssion is free.

The possible corcfcrcncc in (1) indicates that there i
dominates kare but not John: cf. Whitman (1982), S
Otherwise, karc would c-command John, violating tl
(2). This node has been assumed in some works to I
(1983, p.80) Saito (1985), Hoji (1985) and Takezaw;
status as a maximal projection, however, has not be
established, as pointed out in several works such a:
and discussed in chapter one; cf. xxx.

Notice that the existence of the node that don

not John in (1) is motivated only under the assumpi
relevant condition, and the syntactic domain in gene
terms of c-command, i.e., without reference to "preci
argument for the existence of such a node based on

$ a node that

rito (1983).
e condition in

e VP (e.g. Saito
(1987)); its

en firmly
Whitman (1987)
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ion that the

•al, is stated in
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crossover phenomenon in Japanese presented in Saito and Hoji
(1983), Hoji (1985) and Saito (1985) also relics on this assumption.
While the relevance of "c-command" and the irrelevance of
"precedence" for the determination of the syntactic domain have
been independently argued for and widely adopted over the past
decade (xxxxxx), one would still want to find language-internal
empirical evidence in Japanese for this assumption. Saito (1985, Ch.
2) presents a piece of evidence for this assumption that is analogous
in structure to the Malagasy data reported in Reinhart (1981, 1983).
This, in my view, is the only empirical argument based on Japanese
that "precedence" is not relevant in the determination of syntactic
domains. One of the purposes of this chapter is to reinforce this
argument of Saito's (1985, Ch. 2). Before we discuss the issue
directly, however, I want to review what has motivated the condition
in (2). To this end, 1 will first present a brief history of binding
condition C in 2.2 and how it is used to argue for the configurational
structure in Japanese in 2.3. In 2.4, I will introduce Lasnik's (1986)
proposal to divide condition C into two parts. One part is as in (1)
and the other, which I will refer to as condition D, following Huang
(1987), states that a less referential expression may not bind a more
referential one. Confirming evidence from Japanese will then be
presented for condition D. Section 2.5 introduces and reinforces
Saito's (1985, Ch. 2) argument for the irrelevance of precedence for
the determination of the syntactic domain, based on the condition D
phenomenon in Japanese.

2.2. A Brief History of Binding Condition C^

The contrast in (3) is observed in Langacker (1969, pp. 164-
165): cf. Ross (1967a, b).4

(3) a. *She; hates the man who wronged this womanj.
b. This womani hates the man who wronged herj.
c. The man who wronged hen is haled by this womanj.
d. The man who wronged this womani is hated by herj.

Langacker (1969, p.167) provides a restriction on pronominal
corcfcrcnce, given in (4) to account for the contrast in (3).5, 6

(4) NPa may pronominalizc NPP unless (i) NPP precedes NPa; and (ii)
NPP commands NPa.

Langacker (1969, p. 167) gives the definition of command as in (5).

(5) A commands B if (i) neither A nor B dominates the other; and
(ii) the S-nodc that most directly dominates A also dominates B.

Within a transformational theory of pronominalizalion, the
underlying structures in (6b) can be mapped onto Mthcr (3c) or (3d);
and the underlying structure in (6a) to (3b), but net to (3a).7

(6) a. This womanj hates the man who wronged this womanj.
b. The man who wronged this womanj is haled by this womanj.

In (6b), the first occurrence of tin's woman can be "pronominalizcd
by the second" since it docs not command the latter, and the second
occurrence of this woman can be "pronominalized" since it neither
precedes nor c-commands the first. In (6a), the second occurrence of
this woman can be "pronominalizcd by the first" since it does not
precede the latter. However, the first occurrence of this woman in
(6a) cannot be "pronominalizcd by the second" since it botli precedes
and commands the latter. Hence (3a) cannot be derived from (6a).
The condition in (4) thus accounts for the data in (3).

If restated in the terms of an interpretive approach as in (7), the
condition in (4) would be like (7).8'9

(7) A pronoun cannot both precede and commard its antecedent.

The condition in (7) has been modified in L;snik (1976, p.102)
as in (8); cf. also Jackendoff (1972, Ch. 4)..»0

(8) If NPi precedes and kommands NP2 and NP2 is not a pronoun,
then NPi and NP2 arc disjoint in reference.

The definition of kommand given in Lasnik (1976, p. 101) is (9).

(9) A kommands B if the minimal cyclic node dominating A also
dominates B. (Cyclic nodes: S and NP - HH)

Lasnik's condition in (8) differs from Langackcr's i 1 the following
respects. First, it dispenses with "directionality" of referential
dependency, which is indicated by "pronominalizc" in (4) and
"antecedent" in (6). In other words, while Langakir's restriction in
(4)/(6) prohibits a pronoun from being in a ccrtai 1 structural
relation with its antecedent, Lasnik's in (8) prohibit a non-



pronominal NP from being in a certain structural relation with ANY
NP that is not disjoint from it. The following paradigms are intended
to illustrate that Lasnik's condition in (8) is more general than
Langackcr's in (4) or (7).

(10) (Lasnik's (32) with the judgments reported there11)
a. *John, loves Johnj's mother.
b. *The Smiths; speak well of the Smithj's maid
c. *Mary gave Mary's friends a going away present.

(11) (Lasnik's (30)--from Wasow (1972)?)
a. *Hej loves Johnj's mother.
b. *Thcyj speak well of the Smithj's maid.
c. Shcj gave Maryj's friends a going away- present.

Since the non-pronominal NP (John, the Smith, and Marv) is both
preceded and kommanded by another NP in (10) and (11), the
conference is not possible in any of the sentences in (10) and (11),
according to Lasnik's condition in (8). Notice that while the pronoun
both precedes and commands its antecedent in (11), such is not the
case in (10). In fact there arc no pronouns in (10). Thus, although it
rules out (II), Langackcr's condition in (4)/(6) does not rule out
(10).i2

Second, Lasnik's condition uses the notion "kommand" instead
of "command." The introduction of kommand is motivated in Lasnik
(1976, p. 100-101) by the fact that (12) and (13) arc better than
(11) and (10), respectively. The sentences in (12) are from Wasow
(1972) but the judgments on them arc Lasnik's. (Wasow (1972, p.
xx) gives (12) a question mark while marking (11) ungrammatical.)

(12) a. Hisj mother loves John;.
b. Theiq maid speaks well of the Smiths;.
c. Her; friends gave Mary; a going away present.

(13) a, Johnj's mother loves John;.
b. The Smith's; maid speaks well of the Smithsj.
c. Maryj's friends gave Maryj a going away present.

Notice that the corcfcrence in (12) and (13) are allowed by Lasnik's
condition in (8) since, unlike (10) and (11), the Name is not
kommanded by a coindexed NP. Langackcr's condition, on the other
hand, disallows corefercncc in (12) since the pronoun both precedes

and command its antecedent.13

Being reformulated in terms of c-command (;f. Rcinhart
(1976)), which is essentially identical to (the reverse of) Klima's
(1964) in construction with, the relevant condition is stated as
(14) in Chomsky (1981).14 (Cf. Reinhart (1983, pp. 18-19) as well as
footnote 11 below in this connection.)

(14) Binding Condition C (Cf. Chomsky (1981, p. 188).)
An R-cxprcssion (i.e., a fully lexical NP) must )e free*5

(15) a. X is bound by Y iff X is both c-commandcd by and coindexcd
with Y.

b. X is free iff X is not bound.

(16) X c-commands Y iff the branching node most mmediately
dominating X also dominates Y and neither do ninates the
other. !6

The condition in (14) can be restated as in (17), uiucr a reasonable
assumption about the semantic import of coindexatioa to the effect
that, if two NP's arc coindexcd, they cannot be disjoint in reference.17

(17) If NPi c-commands NP2 and NP2 is an R-expre;sion, then NPj
and NP2 arc disjoint in reference.
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In this section, I have presented a brief history
condition C up to Chomsky (1981). Condition C in C
remains essentially unmodified in the standard GB
Chomsky (1986), except for the inclusion of "in the t
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2.3. Condition C in Japanese

Since condition C crucially refers to the structural relation of "c-
command," one expects that the phenomenon of defi lite NP anaphora
in Japanese provides us with some insight into the structural



representation of the Japanese sentences.
In fact, it is by means of the phenomenon of pronominal

corefcrence that the first piece of evidence for the so-called
configurational nature of the Japanese phrase structure has been put
forth within the extended standard theory; cf. Whitman (1982) and
Saito (1983).18 The following argument is from Whitman (1982) and
Saito (1983).

Let us assume that binding condition C in (18) holds in
Japanese.

(18) Binding Condition C
An R-exprcssion (i.e., a fully lexical NP) must be free.

The condition in (18) immediately accounts for the contrast n (19).

(19) a. *kanozyoj-ga [np [cc Mary;-o bulla] hito]-o ultaeta (koto)
she-NOM Mary-ACC hit pcrson-ACC sued

'shcj sued the person who had hit Maryj'

b. [NP [cc kanozyoj-o butta] hito]-ga Maryj-ni uttacrarcta (koto)
she-ACC hit pcrson-NOM Mary-by was sued

'the person who had hit her; was sued by Mary;'

c. [np [ec kanozyoj-o butta] hito]-ga Maryj-ni ayamatta (koto)
she-ACC hit person-NOM Mary-dat apologized

'the person who had hit her; apologized to Mary;'

d. Maryj-ga [np [cc kanozyoj-o butta] hito]-o uttacta (koto)
Mary-NOM she-ACC hit pcrson-ACC sued
'Maryj sued the person who had hit hcrj'

Only in (19a) is Mary bound by kanozyo. 'she'.19-20 In (b) (c) and
(d), kanozyo 'she' is embedded in an relative clause and it clearly
does not c-command Mary. A similar paradigm is given in (20).

(20) a. *kare-,-ga [s' Mary-ga Johnj-o scmeta to] omottciru
he-NOM Mary-NOM John-ACC criticized that thinks
'he; thinks that Mary crilicizcd John;'

b. [karcj-no tomodati]-ga [<;• Mary-ga Johnj-o scmeta to]
omottciru

he-gen fricnd-NOM Mary-NOM John-ACC criticized that
thinks

'his] friends think that Mary criticized John;1

c. Johnj-ga [$' Mary-ga karej-o semcla to omottciru
John-NOM Mary-NOM he-ACC criticized thai thinks
'Johnj thinks that Mary criticized him,'

In the (b) example, kare 'he' is embedded in an NP, hence the
condition in (18) is not violated. Similarly, in (21) below, the
corefcrence is possible in (a) and (b), in which John is not c-
commanded by kare; but it is not in (c), in which John is c-
commanded by kare.

(21) a. Johnj-ga [kare;-no hahaoya]-o scmeta (koto)
-NOM hc-GEN mother-ACC criticized

"Jolinj crilicizcd his; mother.'

b. [Karcj-no hahaoya]-ga Johnj-o scmeta
he-GEN mother-NOM -ACC criticized

'His; mother criticized Johnj.'

ikoto)

c. *karej-ga [Johnj-no hahaoya]-o scmeta (koto)
he-NOM John-GEN mother-ACC criticized

'John; criticized hisj mother.'

In tho data in (19) to (21), corefcrence is no. possible when
kare itself is in the subject position and hence c-(ommands the rest
of the sentence, which John is a part of. On the o her hand, in all the
other structures in (19) to (21) kare is embedded in a larger phrase
and not in a position to c-command John, regardless of the position of
the phrase that contains kare.

The contrast can be accounted for either by the structure in
(22) or (23).

(22)

NP-go NP-o U
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that (27) and (28) may be two distinct conditions. It is in fact
proposed in Lasnik (1986) that condition C be divided into two parts;
one is as in (28) (i.e. ihc standard condition C) and the other is a
condition that has the effect of (27). In the next section, wc will
consider Lasnik's (1986) proposal and provide confirming evidence
for it from Japanese.

2.4. Condition D

To review the effects of condition C, consider the following.

(29) a. Johnj loves his; father.
b. John] loves Johnj's father.
c. He; loves his; father.
d. "Hej loves John;'s father.
e. Johnj's father loves John;.
f. Ilisj father loves John;.

Only in the (b) and (d) sentences, is John bound, i.e., c-commanded
by an NP that is coindexcd with it. Hence, the corefcrence is
disallowed by binding condition C only in the (b) and (d) sentences
but not in the other examples in (29). Disregarding conjoined
structures and the structures that seem to involve syntactic
proposing, the paradigm in (29) is the representative data that
binding condition C is intended to account for." Notice that binding
condition C rules out the two examples in (30) (i.e. (29b) and (29d)
above) on a par with each other.

(30) a. *John; loves Johnj's father,
b. *Hcj loves John's father.

There is, however, some difference in the degree of unacceptability
between the two. Namely, (30b) is worse than (30a); cf. xx and Hoji
(1985, p. 96 n.16). With the pair in (31), which is based on
Langackcr's examples in (19), the relevant contrast seems to become
sharper since (31a) seems to many people to be more acceptable (or
less offensive) than (30a).24« 25

(31) a. ??(This woman/Mary), hates the man who wronged (this
woman/Mary) j.

b. *Shej hates the man who wronged this womanj/Mary;.

10

Based in part on the contrast such as in (31) (and on data from
languages such as Thai, Vietnamese, Japanese and Korean), Lasnik
(1986) proposes to divide binding condition C into two parts. One is
the same as (28) (the standard condition C) and the other is a
condition given in (32), which Huang (1988) calls binding condition
D.26. 27

(32) Condition D
A less referential expression may not bind a more referential
one.

Lasnik (1986, pp.12-13)

Consider (33) and (34) below, which have been given before as (xx)
and (xx) respectively. The grammatically distinction noted here was
not made in the previous discussion.

(33)

a. John; loves Johnj's mother.
b. "The Smiths; speak well of the Smithj's maid.
c. *Mary gave Mary's friends a going away p;csent.

(34)
a. **Hej loves Johnj's mother.
b. **They; speak well of the Smithj's maid.
c. Shej gave Maryj's friends a going away present.

Condition C is violated both in (33) and in (34); i.e.,
by another NP. Condition D, on the other hand, is v
not in (33) since only in (34) is a Name bound by a
(34) violates both condition C and condition D while
only condition C, resulting in (34) being more offen:

In retrospect, then, it is based on the effects of c
the first piece of evidence for the configurational n£
Japanese phrase structure has been put forth in Wl
Saito (1983a). Consider again the example in (26a).

i Name is bound

olatcd in (34) but
pronoun. Thus

(33) violates
ive than (33).
ondition D that

turc of the

itman (1982) and
repeated below.

(26a) Johnj-ga Johnj-no hon-o molickita (koto)
John-NOM John-GEN book-ACC brought
'Johnj brought Johnj's book.'

As noted in the previous section, while (26a) fis acceptable, (35) is
not.

1 1
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footnote

5))
3'in°hnnMnaM

[S'^
t?

™
akUi'°

sonkeisitc
iru

to]
omottciru

•Job
?,

i
^ary-N0M

lhatW
ACC

aspects
thatthinks

Johnj
thinks

M
ary

respects
the

idiotj'

b''ifr8*
m

™
x^ary"8a

J0hni"°
sonkcisitc

in
to]

omotteiru
thatguy-NOM

M
ary-NOM

John-ACC
respects

that
thinks

Ihe
guyj

thinks
M

ary
respects

John;'

c.
aituj-ga

[S.M
ary-ga

aituj-o
•

sonkeisitc
iru

to]
om

ottciru
thatguy-NOM

Mary-NOM
thatguy-ACC

respects
thatthinlcs

inat
guyj

thinks
M

ary
respects

that
guy;'

d.[np
aituj-no

tomodati]-ga
[s.M

ary-ga
Johnj-o

sonkeisite
iru

to]
omotfeYru

fncnd"N0M
Mary-NOM

John-ACC
respect

that
th

in
k

'that
guyj's

friends
think

that
M

ary
respects

Johnj'

Condition
D

also
accounts

for
the

contrastin
(37)

and
(38)

in
English

to
the

extent
that

the
contrast

is
delected.

(37)
a."Johnj

thinks
that

everyone
hates

Johnj's
work,

b.
H

e;
thinks

lhat
everyone

hates
Johnj's

w
ork.

(38)
a.*Johnj

thinks
that

everyone
hates

the
bastardj's

work
u.

Ihc
bastard;

thinks
that

everyone
hates

Johnj's
'w

ork.

1
2

Speakers'
judgm

ents
seem

to
vary

with
respect

to
how

offensive

^pt^le^him
1"^17

UlCCUSC'1,0WCVCr,that(3?a)"
JUd8Cdm°rC

2.4.1.
F

urther
E

vidence
for

C
ondition

D

It
will

be
argued

in
this

subsection
that

Japanese
provides

further
confirm

ation
for

condition
D.

It
is

w
ell-know

n
that

the
so-

called
Japanese

overt
pronouns

such
as

kjuc.'he'and
icanozvo

'she-
arc

quae
different

from
English

personal
pronouns

such
as

h^
and

SilS,
In

addition
to

not
being

part
of

the
natural

lexicon
for

those
who

have
not

been
exposed

to
a

certain
style

of
speech,

e.g.
educated

speech,
kjuc.

and
kaju>zx<i

arc
unable

to
function

as
bound

variables™
As

noted
in

M
artin

(1975/1988,
p.

1075),
the

function
of

the
pronoun

in
Japanese

is
often

carried
out

by
the

zero
form

pronoun
as

w
ell

as
by

the
repeated

use
of

N
am

es.3i
As

noied
also

by
M

artin
another

group
of

nom
inal

expressions
that

assum
e

the
function

of
the

pronoun
is

a
number

of
social

tiles
sue,

as
given

in

(3
9

)
SQ

C
TA

TJlTX
Iia

a.vsensei..'doctor,
professor,

teacher,
novelist,

etc.'
b.

k
v

o
o

jy
u

'professor'
c

SX&LysiSL
'president

of
a

com
pany,'

d.
k

ak
aritv

o
n

'section
ch

ief
c.

h
ik

o
k

u
'd

efen
d

an
t.'

M
artin

(1975/1988;
p.I058)

notes,
"[o]nce

a
person

Ins
been

m
enUoncd

by
nam

e
and

title,
later

references
may

us,
just

the
title

as
if

a
pronoun."

These
social

titles
can

thus
be

used
in

places
where

the
English

personal
pronouns

would
be

used,
except

hat
they

do
not

seem
to

be
bindablc

by
quantifiers.

For
example,

in
the

Japanese
5SSTtato(S?

™
*

™
™

*
*PP-«•I*-

ofh*
as

(40)
a.

W
hat

tim
e

will
Prof.

Yam
ada

com
e?

JJc_wiIl
b.

Prof.
Y

am
ada

thinks
that

B
ill

criticized
him

.
<

o
m

e
at

th
re

e
.

(41)
a

Yam
ada-scnsei-wa

nanzi-ni
irassyaimasu

ka
Irof.

Yam
ada-TOP

what
tim

c-atwill
come

Q
"W

hat
tim

e
w

ill
Prof.

Y
am

ada
com

e?'

1
3



scnsei-wa sanzi-ni irassyaimasu
prof.-TOP 3:00-at will come
'lie (j)rof) will come at 3:00'

b. Yamada-kyoozyu-wa fs Bill-ga kyoojyu-o hihansita to]
Yamada-prof-TOP Bill-NOM prof-ACC criticized that
omottcirassyaimasu
thinks

'Prof. Yamada thinks that Bill crilicizcd him (prof.)'

It also seems to be the case that titles can be used "rcfcrentialiy," as
illustrated in (42), just like English he.32

(42) sensei-ga irassyaimasita
prof-NOM came
'The professor, came.'

Given that titles function like "pronouns," and given the
referential hierarchy between pronouns and Names (i.e. Names >
pronouns), we would predict, in accordance with condition D, dial
while Names can bind titles, the latter cannot bind the former. This
prediction is in fact borne out, as illustrated in (43).33

(43)

a. Yamada senseij-ga fs* Mary-ga senseij-o semcta to]
omottciru

Prof. Yamada-NOM Mary-NOM prof.-ACC criticized that thinks
'Prof. Yamada; thinks that Mary crilicizcd prof.j'

b. '•'senseij-ga (s1 Mary-ga [Yamada sensci]j-o scmeta to]
omottciru

Prof.-NOM Mary-NOM Prof. Yamada-ACC criticized thai thinks
'prof.j thinks that Mary criticized Prof. Yamada;'

Notice that in (43a) Yamada sense! "Prof. Yamada' binds sensci 'prof
but the binding relation is reversed in (43b). Hence (43b) is ruled
out by condition D while (43a) is not. When Yamada sensci in (43b)
is replaced by sensci. as in (44), the sentence is acceptable.

(44) senseij-ga [s Mary-ga senscij-o scmeta to] omottciru
prof.-NOM M-NOM prof-ACC criticized lhat thinks
'prof.; thinks that Mary criticized prof;'

14

Furthermore, if sensci does not c-command Yamada sensci. as in
(45), the corefcrence is possible.

(45)

senscij-no okusan-ga fj« Mary-ga [Yamada scnseijj-o scmeta to]
prof.-NOM wifc-NOM Mary-NOM Prof. Yamada-ACC crilicizcd that
omottciru (koto)
thinks

'profj's wife thinks lhat Mary crilicizcd Prof. Yamada;'

The pattern in (43)-(45) is identical to the patterns that illustrate
corefcrence possibilities involving kare 'he' and Names and those
involving aitu 'that guy' and Names, observed earlier. The pattern in
(43)-(45) can be reproduced with other social titles is well.

One such paradigm with butvoo 'section chief is given in (46).

(46)^
a. Yamada butyooj-ga butyooj-no buka-o sikatta (koto)

Chief Yamada-NOM chicf-GEN subordinatcs-ACC ;coldcd
'Chief Yamada; scolded the section chief's subord nates.'

b. *butyoo-,-ga Yamada bmyooj-no buka-o sikatta (koto)
chicf-NOM Chief Yamada-GEN subordinatcs-ACC scolded
'the section chief scolded Chief Yamada's subordinates'

c. 7butyooj-no buka-ga Yamada butyooj-no hookokusyo-o
chicf-GEN subordinatc-NOM Chief Yamada-GEN :cport-ACC
nakusita (koto)
lost

"the section chiefs subordinate lost Chief Yamad;; report'

Social titles in Japanese, taken as less referential th; n Names, thus
provide confirming evidence for Lasnik's (1986) con iition D.

To summarize, condition D, together with the configuralional
representation of the Japanese phrase structure giv< n below,
accounts for data as schematized in (47) below.34

15



(47)
a.

korej
'he'

...John

b. *

c.

otitui \

'that guy'

...John

sense

...Yamada sensel

(48)
a.

...kare,... /\
...John....

b.

... oltu,...

...John,...

16

aitu, U

sense!, U

The relevant data thus confirm that given two NP's, X and Y,
where Y is more referential than X, the only structure that is ruled
out by condition D is the one given in (50).

(50)

Y is more referential than X.

17



The structures in (47) arc of this type. It is indicated in (48) that
unless X binds Y, the corefcrence is allowed even when the former
precedes the latter. Recall lhat the corefcrence is allowed also in
(51), which represents the cases in (49), in which the more
referential Y precedes but docs not c-command the less referential X.

I •••

Y is more referential than X.

As noted earlier in discussing the pair of a'pronoun and a
Name, if the GA O pattern were represented as in (52), X would bind

(52)

Y is more referential than X.

Insofar as condition D is formulated in terms of c-command as
proposed in Lasnik (1986), (52) would violate condition D. 'The fact
that the sentences that correspond to (53) allow corefcrence
therefore, indicates that the structures'in (52) should be rejected.

(53) [ ... Yj ... ]-ga Xj-o Verb

Hence the data involving the pair of aim. 'that guy' and John., given in
Lasnik (1986), and those involving the pair of sensci 'prof and
Xamiula. sensci 'Prof. Yamada' discussed above reinforce Whitman's
(U82) and Saito's (1983) argument for the hierarchical structure of
the Japanese sentence.

2.5. Condition D and C-Command Domains

We have observed some phenomena of referential association
in Japanese that provide confirmation for binding condition D as well

1 8

as for the hierarchical structure for the GA 0 sentence pattern in this
language. Notice, however, lhat the argument for lie hierarchical
structure for the Japanese sentence presented above relics crucially
on the assumption that condition D is not sensitive to "precedence "
Suppose that condition D were formulated in terms of "precede and
kommand," as in (54) rather than as in Lasnik's (1986) (55).

(54) A less referential expression may not bind a rrore referential
one, where X binds Y iff (i) X both precedes nnd kommands
Y and (a) X and Y are coindexcd.35

(55) Condition D (Cf. x.)
A less referential expression may not bind a more referential

one, where X binds Y iff (i) Xc-commands Yand (ii) X and Y
• . arc coindexcd..

Given (54), the less referential expression Xno longer binds Yin (52)
since the former docs not precede the latter. Thus, if "precedence"
were relevant in the definition of "bind", and hence n the
formulation of condition D, the argument for the co ifigurational
structure for Japanese that we have seen above could not be
upheld.36

Note that on a conceptual ground, the "c-command" formulation
must be adopted over the "precede and kommand" formulation if
they have the same data coverage, because of the obvious
consideration of simplicity. Given the GA 0 sentenc; pattern, there
are two logically possible structures for it, as given i i (56).

(56) a. ("Configurational")

b. ("Flat")

NP-go NP-o U

As noted above, there are also two possible formulations for

19



condition
D

,
w

hich
arc

as
in

(54)
(or

its
variant

lhat
uses

"precede
and

c-com
m

and")
or

as
in

(55).
Thus

there
are

four
logically

possible
com

binations
for

the
"sentential

structure"
and

"condition
D

",
as

in
d

icated
in

(57).

(5
7

)
a.

(56a)
and

(54)
b.

(56a)
and

(55)
c.

(56b)
and

(5
4

)
d.

(56b)
and

(55)

(configurational
and

"c-com
m

and")
(configurational

and
"precede

and
..")

(flat
and

"c-com
m

and")
_

(flat
and

"precede
and

...")

R
ecall

that
the

data
regarding

condition
D

indicate
that

the
0_-

phrase
does

not
bind

the
G

A
-phrase

in
the

G
A

0
pattern.

Since
the

flat
structure

(56b)
allow

s
the

0_-phrase
to

c-com
m

and
the

G
A

-
phrase,

(57c)
w

ould
fail

to
accom

m
odate

the
data

regarding
condition

D
,

w
hich

m
eans

that,
given

the
"c-com

m
and"

form
ulation

o
f

condition
D

,
w

e
m

ust
reject

the
flat

structure
and

adopt
the

configurational
structure

instead.
T

his
IS

the
argum

ent
presented

in
W

hitm
an

(1982)
and

Saito
(1983)

for
the

configurational
structure

in
Japanese.

If
condition

D
is

form
ulated

in
term

s
of

"precede"
in

addition
to

som
e

configurational
notion

such
as

"kom
m

and"
or

"c-com
m

and",
how

ever,
both

(56a)
and

(56b)
are

com
patible

w
ith

the
binding

facts.
N

ote
that

the
0_-phrase

does
not

precede
the

G_A_-phrase
in

either
(56a)

or
(56b);

hence
the

0_-phrase
does

not
bind

the
G

_A
_-phrase

in
either

of
these

structures.
It

is,
therefore,

crucial
for

W
hitm

an's
(1982)

and
Saito's

(1983)
argum

ent
that

that
"precedence"

is
irrelevant

for
the

condition
D

phenom
enon.37

A
s

noted
in

R
einhart

(1983,
p.

46),
the

irrelevance
of

"precedence"
and

the
relevance

of
"c-com

m
and"

for
the

determ
ination

of
syntactic

dom
ains

in
general

(and
for

the
condition

D
phenom

enon,
in

particular)
should

be
testable,

by
exam

ining
the

structures
in

w
hich

X
c-com

m
ands

but
docs

not
precede

Y
as

in
(5

8
).3

*

(5
8

)

...Y
X

is
less

referen
tial

th
an

Y
.

Since
Japanese

is
a

strictly
head-final

language,
the

structure
in

(58)
is

realized
only

in
structures

like
the

relative
clause

construction.

2
0

G
iven

the
"c-com

m
and"

form
ulation

of
condition

D
,

w
e

predict
that

(59a)
is

ruled
out

w
hile

(40b)
is

ruled
in.

...
,

...

Y
is

m
o

re
referen

tial
than

X
.

Y
is

m
o

re
referen

tial
than

X
.

By
contrast,

the
condition

D
that

is
form

ulated
in

term
s

of
"precede

and
kom

m
and"

(or
in

term
s

of
"precede

and
c-com

riand")
allow

s
corefcrence

in
both

(59a)
and

(59b)
since

X
does

not
precede

Y
in

c
ith

e
r

stru
c
tu

re
.

Saito
(1985,

pp.
44-47)

provides
the

exam
ples

in
(60)

and
argues

for
the

irrelevance
of

"precedence."

(60)
(Saito's

(29a)
and

(29c)
w

ith
the

judgm
ents

reported
there)39

a.
[np[np[S'

karcj-no
okaasan-ga

genki-datta]
koro]-

io
Johnj]

hc-G
E

N
m

other-N
O

M
w

ell-w
as

tim
c-G

E
N

John
'Lit.

Johnj
of

the
tim

e
w

hen
his;

m
other

w
as

w
ell

=
Johnj

as
he]

w
as

w
h

en
his;

m
o

th
er

w
as

w
ell'

b.
*[N

P[N
P[s'-Johnj-no

okaasan-ga
genki-datta]

koro]
no

karej]
John-G

E
N

m
other-N

O
M

w
ell-w

as
tim

c-G
E

N
he

'L
it.

him
j,

at
the

tim
e

w
hen

Johnj's
m

other
w

as
v,ell'

W
hile

it
is

not
clear

that
the

exam
ples

in
(60)

can
b->

analyzed
as

involving
relative

clauses,
it

is
fairly

clear
lhat

they
are

of
the

'
structure

in
(61).40

2
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(6
1

)

N
P

N
P

N
P

I
k

o
ro

T
he

contrast
in

(60)
therefore

can
be

attributed
to

condition
D

ruling
out

(62a)
w

hile
ruling

in
(62b).

(6
2

)
a
.

*

•Jo
h

n
i

...

b
.

...
k

a
re

,...

If
"precedence"

w
ere

a
crucial

structural
relation

in
the

condition
D

phenom
enon,

(62a)
should

allow
corefcrence

since
kare.

he'
docs

not
precede

John.

r
,c7y°

acccPtabilily
of

Phrases
such

as
(63)

shows
lhat

the
status

of
(62a)

cannot
be

attributed
to

k_arc_'s
inability

to
occur

in
the

head
p

o
sitio

n
o

f
the

en
tire

N
P

.4i

2
2

(6
3

)

a.
(Saito's

(1985,
p.

45,
(29b)

with
the

judgm
ents

reported
there)42

'[N
PtN

Pfs'karcj-no
okaasan-ga

genki-datta]
koro]-no

kare;]
ho-G

EN
m

other-N
O

M
w

ell-w
as

tim
c-G

EN
he

'L
it.

him
;,

at
the

tim
e

w
hen

hisj
m

other
w

as
w

ell'

b.
Inp[np[s'

M
ary-ga

genki-datta]
koro]-no

kare]
M

ary-N
O

M
w

ell-w
as

tim
e-G

E
N

he
'him

,
at

the
tim

e
w

hen
M

ary
w

as
w

ell'

N
otice

that,
unlike

English
hji,

Japanese
kare.

allows
an

appositive
m

odification.
This

is
perhaps

related
to

the
w

ell-know
n

observation
that

kare.
is

related
to

a
dem

onstrative
paradigm

and
is

analogous
to

anQ
hlt°

'that
Person';

cf.
C.

Kitagawa
(1979,

1981),
Kuno

(1978)
and

Hoji
(1989).43

The
exam

ples
in

(64)
illustrate

that
the

pronouns
in

English
cannot

be
m

odified
by

appositive
relatives

vhile
the

dem
onstratives

can;
cf.

xx.

(64)
a.

*It,
w

hich
I

got
in

New
York

last
year,

is
a

fantastic
book,

b.
This,

w
hich

I
got

in
N

ew
Y

ork
lastyear,

is
a

fantastic
book.

c
He,

who
I-m

et
in

New
York

last
year,

is
a

fantastic
person.-

d.
That

m
an.w

ho
I

m
et

in
N

ew
Y

ork
last

year,
i:

a
fantastic

p
e
r
s
o

n
.

The
exam

ples
in

(65),
on

the
other

hand,
illustrate

that
kare

can
be

m
odified

by
an

appositive
relative.44

(65)
a.

[N
P

[s-
M

ary-ga
ej

butta]
kare]

M
ary-N

O
M

hit
•

that
m

an
'that

m
an,

w
ho

M
ary

hit'

b-
[NP

[S'£i
M

ary-o
bulla]

kare]
M

ary-A
C

C
hit

that
m

an
'that

m
an,

w
ho

hit
M

ary'

Saito's
(1985)'s

contrast
in

(60)
can

be
rcconstuctcd

by
using

the
relative

clause
construction,

as
indicated

in
(66).-5

(66)
a.*[NP

[s.
Johnj-no

gakusci-ga
minna

cj
kira

teiru]
kare;]

John-G
EN

studcnt-N
O

M
all

hate
thatm

an
'that

m
aiij,

w
ho

Johnj's
students

all
hate*

2
3

ta
s
re

s
a
^

w
K

S
fo

fi^
^





























































































































































































































































































































































































































 

 

 

Chapter Six 

 

 

Coreference, Bound Variable Anaphora and Language Aquisition 

 

 

 

6.1. Introduction 

 

 This chapter is intended to synthesize the major results from the 

preceding chapters.  The three most significant claims are: 

 

(1) 

a. Binding condition B regulates [-a] categories.  (Ch. 2) 

b. Binding condition D is a condition on linking while condition B is a 

condition on binding.  (Ch. 3) 

c. Binding conditions regulates bound variable anaphora but not coreference.  

(Chs. 4 and 5) 

  

 The claim in (1c), which is made in Reinhart (1983), was motivated in 

chapters 4 and 5 with respect to condition B.  The Reinhartian approach to 

binding theory entails that not only condition B but the other conditions in 

Binding Theory regulate only bound variable anaphora but not coreference.  

Ch. 6 
673 

Reinhart (1983, Ch. 7) in fact claims that binding condition A falls under the 

generalization indicated in (1c).1   

 What about conditions C and D?  Given the assumption/claim in (1c), 

which is adopted from Reinhart (1983, Ch. 7), we must conclude that 

condition C does not exist, at least for coreference.  I have indicated in Ch. 2 

that the effects of condition C are weak not only in Japanese but also in 

English; cf. Evans (1977, 1980).2  As noted in Ch. 2, many speaker accept 

sentences such as (2).3 

 

(2) 

a. Johni thinks that Mary admires Johni's work. 

b. Johni ate all the cookies that Mary brought to Johni's apartment. 

 

Since the relevant reading in (2) is clearly that of coreference, in accordance 

with (1c), Binding Theory does not regulate the coreference options such as 

observed in (2).   

 The binding conditions that I adopted at the end of Ch. 2 are as in (3). 

 

(3)  (Cf. 2.12.) 

a. Condition A:  A [+a] category must be bound in its local domain. 

b. Condition B:  A [-a] category must be free in its local domain. 

c. Condition C:  A [-a, -p] category must be free. 

 

In Chs. 4 and 5, we have seen the disjointness effects of condition B in the 

case of bound variable anaphora.  We have, however, yet to see the condition 

C effects for bound variable anaphora.  If condition C is a grammatical 

principle, we expect it to clearly show its effects in the case of bound variable 
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anaphora. 

 The claim in (1b) indicates that condition D, considered as a condition 

on linking, may regulate coreference.  The instances of condition D violations 

we have seen earlier in Chs. 2 and 3 do not involve quantificational NP's and 

hence the condition D effects observed can be regarded as being on 

coreference.  

 In 6.2, I will present an overview of the effects of conditions B, C and D 

both for coreference and for bound variable anaphora.  I will consider in 

particular whether the claim made in (1c) is applicable to conditions C and D.  

Reinhart's (1983, Ch. 7) "pragmatic" account of the "effects of binding 

conditions" for coreference will be introduced in 6.3. 

 In 6.4, I will consider an array of data consisting of the Japanese adult 

grammar, the English adult grammar and the English child grammar.  I will 

first note puzzling differences among them and then propose an account for 

them.  In 6.5, I will illustrate how the proposed account works in the cases of 

what have so far been discussed in the preceding chapters as the effects of 

conditions B, C and D that involve coreference.  Some of the remaining issues 

will be briefly identified in 6.6, to be followed by the concluding remarks in 

6.7. 

 

6.2.1. Coreference 

 

6.2.1.1. Condition B   

 

 Let us first consider coreference.  The claim in (1a), which is in part 

based on Oshima (1977), was motivated by the observation that all the 
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non-anaphoric nominal categories in Japanese seem to be subject to the local 

disjointness requirement whose effect is identical to that of standard 

condition B.  The standard formulation of condition B is given in (4).   

 

(4)  A [+p] category must be free in its local domain. 

 

English examples like (5a) and (5b), in contrast to (5c), (5d), (5e) and (5f), 

illustrate the effect of condition B, in the standard Binding Theory. 

 

(5) 

a. *Johni recommended himi. 

b. *Johni consoled himi. 

c. Johni recommended himselfi. 

d. Johni consoled himselfi. 

e. Johni recommended hisi student. 

f. Johni consoled hisi student. 

 

 In Oshima (1977), Japanese examples like (6a), in contrast to (6b) and 

(6c) were taken as evidence for condition B in this language.4 

 

(6) 

a. *Johni-ga    karei-o  nagusameta  ({koto/to wa}) 

John-NOM he-ACC  consoled 

'Johni consoled himi 

 

b. Johni-ga    karei-no gakusei-o      nagusameta  ({koto/to wa}) 

John-NOM he-GEN   student-ACC consoled 
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'Johni consoled hisi student' 

 

c. Johni-ga   zibuni-o  nagusameta  ({koto/to wa}) 

John-NOM self-ACC consoled 

'Johni consoled himselfi' 

 

The contrast in (6) and (7) is quite generally observed across different "types" 

of nominal categories in Japanese, such as Names, social titles and epithets; 

cf. Ch. 2.  Thus the contrast in (7) is quite clear. 

 

(7) 

a. *Johni-ga  Johni-o  nagusameta  ({koto/to wa}) 

John-NOM John-ACC  consoled 

'Johni consoled Johni 

 

b. Johni-ga    Johni-no gakusei-o      nagusameta  ({koto/to wa}) 

John-NOM John-GEN   student-ACC consoled 

'Johni consoled Johni student' 

 

The observation of this sort was one of the primary motivations for the 

proposal that [-a] categories rather than [+p] categories are subject to 

Condition B.   

 It was noted in Ch. 2, however, that there are many sentences that 

seem to allow the coreference in apparent violation of condition B, as pointed 

out by Y. Kitagawa (p.c.).  Thus most speakers accept sentences like (8), in 

contrast to those such as (6a).5  
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(8) 

Johni-ga   karei-o  suisensita  ({koto/to wa}) 

John-NOM he-ACC  recommended 

'Johni recommended himi' 

 

 In Oshima (1977), Kuno (1986) and Ch. 2 of this book, it was assumed, 

in effect, that the data that involve verbs like nagusame 'console' are 

unmarked while the data that involve verbs like suisens 'recommend' are 

marked.  Given this assumption of the "markedness" of the data, it was 

concluded that condition B holds in Japanese for coreference.6   

 It must be noted that verbs like suisens 'recommend' are much easier 

to find than those like nagusame 'console'.  It must further be noted that the 

distinction of the sort reported above seems to be observed in English as well.  

Thus (9) seems much worse than (10). 

 

(9) *John consoled John. 

(10) ??John recommended John. 

 

Consider these sentences in the contexts indicated below. 

 

(11) (So, who was consoling who?) 
*?Mary was consoling Mary and John was consoling John. 

 

(12) (So, who was recommending who?) 

Mary was recommending Mary and John was recommending John. 

 

Notice that both (13a) and (13b) are acceptable, and so are (14a) and (14b). 
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(13) 

a. Johni was consoling himselfi. 

b. Johni was recommending himselfi. 

 

(14)  

a. Johni was consoling hisi brother. 

b. Johni was recommending hisi brother. 

 

It thus seems reasonable to assume that the relevant contrast between (9) 

and (10) is directly related to the contrast we have observed in Japanese 

between nagusame 'console' and susisens 'recommend'. 

 Delaying until 6.5 the discussion of why these two types of verbs 

behave differently, let us first observe the crucial difference between 

Japanese and English.  Consider the following examples. 

 

(15) 

a. Johni-ga   Johni-o    suisensita      ({koto/to wa}) 

John-NOM John-ACC recommended  

'Johni recommended Johni.' 

 

b. Johni-ga    karei-o suisensita       ({koto/to wa}) 

Johni-NOM hei-ACC recommended 

'Johni recommended himi.' 

 

(16) 

a. (?)Johni recommended Johni (and Maryk recommended Maryk.) 
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b. *Johni recommended himi (and Maryk recommended herk.) 

 

The crucial difference is between (15b) and (16b).  (I will return to the 

difference between (15a) and (16a) in 6.5.)  The data in (15) and (16) indicate 

that kare 'he' behaves like John, not like him.  This is somewhat expected 

given the earlier conclusion that kare is essentially a deictic nominal 

expression.7   

 In this subsection, I have identified the following two generalizations, 

regarding the coreference effects of condition B, to which I will return in 6.4.. 

 

(17) 

a.  While John recommended him does not allow the coreference, the 

Japanese counterpart does. 

b.  While verbs like console strongly induce the "condition B effects" for 

coreference, verbs like recommend do not. 

  

Let us now move on to "condition C effects" for coreference. 

 

6.2.1.2. Condition C  

 

 Recall that condition C effects are very weak or non-existent in 

Japanese, as observed in Oshima (1977) and discussed in Lasnik (1986); cf. 

also Kuno (1986).  Thus sentences like (18) are acceptable. 

 

(18) (based on Oshima (1979, p. 431)) 

 a. Johni-ga [S' Mary-ga    Johni-o    nikunde-iru to]     omot-te-i-ru ({koto/to 

wa}) 
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John-NOM   Mary-NOM John-ACC hates           that  thinks 

'Johni thinks that Mary hates Johni.' 

 

 b. Johni-ga    Johni-no   hon-o        mottekita ({koto/to wa}) 

John-NOM John-GEN book-ACC brought 

'Johni brought Johni's book.' 

 

It has generally been assumed in the literature that sentences like (19) in 

English disallow the indicated coreference. 

 

(19) 

a. Johni thinks that Mary hates Johni. 

b. Johni brought Johni's book. 

 

Many speakers, however, find the coreference in sentences like (19) possible.  

Sentences like (20) are also typically accepted by these speakers. 

 

(20) (=(2)) 

a. Johni thinks that Mary admires Johni's work. 

b. Johni ate all the cookies that Mary brought to Johni's apartment. 

 

 Japanese sentences such as (18) seem to be somewhat more readily 

acceptable than the English sentences such as (19) and (20).  It nevertheless 

seems to be the case that all these sentences are basically acceptable.  I thus 

conclude at this point that the structures indicated in (18), (19) and (20) are 

all grammatical.  Given this conclusion, it follows that condition C, as 

formulated in (3c), is irrelevant for coreference.8   This, of course, is the 
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conclusion that Reinhart (1983, Ch.7) draws.  I will discuss in 6.2.2 whether 

condition C is relevant for bound variable anaphora. 

 Two apparent problems remain to be solved, under the assumption 

that condition C is irrelevant for coreference.  One has to do with the fact that 

even those speakers who more or less accept (19) and (20) do not in general 

accept sentences like (21a), in which the bindee is an epithet; cf. Chomsky 

(1986b (i.e. KofL), pp. 79-80).  That is, even those speakers who accept (21a), 

which Lasnik and Uriagereka (1988 p. 39) marks as ungrammatical, tend to 

reject (21b).9 

 

(21) (Lasnik and Uriagereka's (1988, p. 39)) 

a.  Johni can't stand Johni's teacher.   (L and U gives this "*".) 

b. *Johni can't stand the bastardi's teacher. 

 

Since the same speakers accept (22), the c-command relation seems to be 

crucial here. 

 

(22)  

a. Johni's teacher can't stand the bastardi. (Lasnik and Uriagereka's (37b)) 

b. Johni's teacher can't stand the bastardi's attitude. 

 

 The other problem has to do with the fact that sentences like (23) tend 

to be judged less acceptable than those in (19) and (20).10 

 

(23) 

a. *?Johni thinks that Johni is a genius. 

b. *?/??Johni confessed that Johni had stolen the money. 
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The contrast between (19) and (20) on the one hand and (23) on the other is in 

fact mirrored by the contrast that seems to obtain in Japanese between (18) 

above and (24) below. 

 

(24) 

a. *?/??Johni-ga [S' Johni-ga  tensai da  to]   omoikondeiru ({koto/to wa}) 

John-NOM   John-NOM genius be that believed 

'Johni believes that Johni is a genius' 

 

b. *?/??Johni-ga [S' Johni-ga   okane-o      nusunda to]    kokuhakusita  

John-NOM     John-NOM money-ACC stole     that  confessed 

({koto/to wa}) 

'Johni confessed that Johni had stolen the money' 

 

 I have concluded, with Reinhart (1983, Ch.7), that condition C is 

irrelevant, at least for coreference.  I will consider in 6.2.2 whether condition 

C is relevant for bound variable anaphora.  Two problems have been noted.  

One has to do with the apparent condition C effects for coreference in the 

cases in which the bindee is an epithet.  The other has to do with the fact that 

the coreference between two Names tend to be difficult to obtain in certain 

configurations as indicated in (23) and (24).  I will return to these in 6.5. 

 

6.2.1.3. Condition D  

 

 The effects of condition D for coreference, unlike those of conditions B 

and C, have been observed to be rather clear (except for the cases of its 
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suspension as discussed in Ch. 3).  Thus sentences like (25) and their 

Japanese counterparts are all unacceptable with the indicated coreference. 

 

(25) 

a. *hei recommended Johni's teacher 

b. *the bastardi ate all the cookies that Mary brought to Johni's apartment 

c. *the lieutenanti thinks that the general will adopt Lieut. Smithi's proposal 

 

As we have seen in Ch. 2, the sentences in (25) and their Japanese 

counterparts will become acceptable (i) if the binder (i.e. the matrix subject 

NP) and the bindee are exchanged or (ii) if the binder is embedded in an NP, 

for example, and no longer c-commands (hence no longer binds) the bindee 

(i.e. John and Lieut. Smith). 

 Given the claim in (29c), we expect that condition B (and condition C, if 

it is indeed part of Binding Theory) do not regulate coreference.  As we have 

observed, the effects of these conditions (for coreference) are rather weak 

indeed.  The effects of condition D, on the other hand, are quite clear 

cross-linguistically, as pointed out in Lasnik (1986).  It has also been reported 

(xx) that the acquisition studies show the effects of condition D are observed 

at a very early stage of acquisition, as opposed to the effects of conditions B 

and C (for coreference).   These observations thus constitute supporting 

evidence for the view proposed in Ch. 3, according to which condition D and 

condition B are of fundamentally different natures.  As stated in (29b), it was 

claimed in Ch. 3 that condition D is a condition on linking while condition B is 

a condition on binding.  Given this distinction between condition D and 

condition B, the differences noted just above are not unexpected at all. 
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6.2.2. Bound Variable Anaphora 

 

 In this subsection, I will consider the applicability of conditions B, C 

and D for bound variable construal.  

 

6.2.2.1. Condition B  

 

 In Chs. 4 and 5, we have seen that condition B effects are observed 

most clearly when the relevant dependency is that of bound variable 

anaphora rather than coreference.  The contrast between bound variable 

anaphora and coreference that we have seen is summarized in (26). 

 

(26) (Cf. 5.8.) 

a. *[Toyota to Nissan]i-ga    sokoi-o  suisensita (koto) 

Toyota and Nissan-NOM  it-ACC  recommended 

'[Toyota and Nissan]i recommended iti.' 

 

b. Toyotai-ga   sokoi-o  suisensita     (koto) 

Toyota-NOM it-ACC   recommended 

'Toyotai recommended iti.' 

 

c. Johni-ga   karei-o   suisensita      (koto) 

John-NOM  he-ACC   recommended 

'Johni recommended himi.' 

 

As we saw in Ch. 4, in order for (26a) to be acceptable, the bound variable 

construal must be possible.  (Recall that soko is singular and cannot be 
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coreferential with the plural NP in the subject position.)  Since (26a) is 

unacceptable, however, the unacceptability has been taken as evidence for 

condition B effects for bound variable anaphora.  In contrast to (26a), the 

sentences in (26b) and (26c) are judged acceptable to varying degrees.11  

Recall that I have argued in Ch. 2 that it is not motivated to identify soko to 

be [+p].  Given the conclusion in Ch. 2 that soko is simply [-a] (rather than [-a, 

+p]), the condition B effects in (26a) constitutes evidence for the hypothesis 

that condition B holds of [-a] categories (the claim in (29c)). 

 One might suggest that the pair in (27) represents the English 

analogue of the relevant contrast in (26).  (The contrast of this sort is noted in 

Sportiche (1986, p. x).) 

 

(27) 

a. *Johni recommended himi. 

b. **No onei recommended himi. 

 

Sportiche (1986, p.x) notes that the acceptability of (27a) may be improved in 

one way or another but that of (27b) cannot.  Since (27a) seems much worse 

than (26b) and (26c), the better candidate for the English counterpart of the 

Japanese paradigm in (26) might be the pair in (28). 

 

(28) 

a. ??Johni recommended Johni. 

b. *No onei recommended himi. 

 

Recall the three major claims that have been made in the preceding chapters, 

which are repeated below.   
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(29) 

a. Binding condition B regulates [-a] categories.  (Ch. 2) 

b. Binding condition D is a condition on linking while condition B is a 

condition on binding.  (Ch. 3) 

c. Binding conditions regulates bound variable anaphora but not coreference.  

(Chs. 4 and 5) 

  

Given (29a), John, being [-a], is subject to condition B.  Due to (29c), however, 

(28a) should not be ruled out by condition B, since this sentence does not 

involve bound variable anaphora.  Rather it involves coreference.  According 

to (29c), condition B is relevant only in (28b).  This means that (28b) must be 

grammatical.  I will argue below that this is in fact the correct interpretation 

of the data, as indicated in Reinhart (1983, Ch. 7). 

 

6.2.2.2. Conditions C and D 

 

 Since strong crossover (SCO) has been analyzed as an instance of 

condition C violation (Chomsky (1981, pp. 193-196), sentences that exemplify 

SCO seem to be good candidates for condition C violation for bound variable 

anaphora.  Sentences in (30) and (31) are such examples.  

 

(30) (Chomsky's (1981, p. 193) (26i) and (26ii)) 

a. *Whoi did hei say Mary had kissed ti? 

b. *Whoi did hei say ti had kissed Mary? 

 

(31) (Chomsky's (1981, p. 194) (29i)) 
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*hei said Mary had kissed everyonei 

 

Assuming that Names are [-a, -p] and that the binding theoretic features of a 

trace is that of its antecedent (Barss (1986) and xx), we can rule out (30) and 

(31) by condition C as given in (3c), repeated below. 

 

(3c) Condition C:  A [-a, -p] category must be free. 

 

In this analysis, the contrast between (30) and (31) on the one hand and (2) 

(repeated below) on the other is that the former involves bound variable 

construal but the latter involves coreference. 

 

(2) 

a. Johni thinks that Mary admires Johni's work. 

b. Johni ate all the cookies that Mary brought to Johni's apartment. 

 

The sentences in (2) are much better than in (30) and (31).  The contrast 

between (30) and (31) on the one hand and (2) on the other can be considered 

as analogous to the contrast observed (with respect to condition B) in (26) 

(and in (27) and (28)).   

 Notice, however, that he is the binder in (30) and (31).  Given the 

assumption that he is less referential than everyone and the trace of a 

wh-phrase, (30) and (31) can be considered as violating condition D (as well 

as the "condition of WCO", which I assume is a licensing condition for bound 

variable construal, basically as in Reinhart (1983, Ch. 3)).12  It might appear 

at this point, therefore, that we cannot determine whether (30) and (31) must 

be ruled out by condition C or by condition D.   
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 There is, however, evidence that indicates that (30) and (31) must be 

ruled out by condition D rather than by condition C.  Consider the following 

example from Evans (1977).13 

 

(32) (Evans (1977, p. 273)  

Every logiciani was walking with a boy near that logiciani's house. 

 

As indicated by the familiar situation in (33), the relevant dependency in (32) 

seems to be that of bound variable construal. 

 

(33)  

Every logician came to the workshop.  That logician read a paper. 

 

In (33) that logician may not be construed as a variable bound by every 

logician (because of the lack of c-command).  Neither can it be regarded as an 

E-type pronoun (i.e. "that logician that came to the workshop").  

 Since the binding theoretic features for that logician is most likely [-a, 

-p], it is subject to condition C.  In (32), however, that logician is bound by 

everyone.  Hence, we must conclude that that logician is NOT subject to 

condition C for bound variable anaphora.  If [-a, -p] categories, such as that 

logician, are NOT subject to condition C, then perhaps nothing is subject to 

condition C.  Since we have already seen in 6.2.1 that condition C effects for 

coreference are weak, the absence of condition C effects for bound variable 

construal illustrated in (32) indicates that condition C does not exist, as is in 

fact suggested in Reinhart (1983, Ch. 7).14   

 The acceptability of (32) thus means that condition C does not hold 

even in the case of bound variable anaphora.  Given this result, we must 
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conclude that (30) and (31) cannot be ruled out by condition C operating on 

bound variable construal.  This in turn leads us to suspect that it is condition 

D that is at work in (30) and (31).  This is plausible under the assumptions we 

have made above regarding the "degrees of referentiality" of the relevant 

categories. 

 It is interesting to note that epithets such as that bastard can also be 

bound by every logician, as indicated in (34). 

 

(34) Every corrupt politiciani would have the nerve to walk with a blond right 

in front of that bastardi's house.  (Robin Belvin (p.c.)) 

 

Examples like (32) and (34) thus suggest the irrelevance of condition C for 

bound variable anaphora.  This result, combined with the conclusion in 

6.2.1.2 that condition C is irrelevant for coreference, constitutes evidence 

that condition C is not a grammatical principle, as noted in the preceding 

subsection.15, 16 

 

6.2.3. A Summary 

 

 In 6.2, I have reviewed the effects of condition B, C and D both for 

coreference and bound variable anaphora.  I have concluded: 

 

(35) 

a. Condition B, which holds of [-a] categories, regulates bound variable 

anaphora but not coreference.  ((29c), which is from Reinhart (1983, Ch.3)) 

b. Condition C does not exist, either for bound variable anaphora or for 

coreference. 
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c. Condition D holds both for coreference and for bound variable anaphora. 

 

Among the three claims in (35), (35c) is tentative, and I will concentrate on 

the claims in (35a) and (35b) in the ensuing discussion. 

 Given the conclusions in (35a) and (35b), our task is then to account for 

the apparent effects of conditions B and C in the case of coreference.  The 

most notable is the unacceptability of (36). 

 

(36) *Johni recommended himi. 

 

Recall that the Japanese counterpart of (36), given in (37), is acceptable for 

many speakers while (36) in English is typically judged unacceptable. 

 

(37) 

Johni-ga   karei-o  suisensita  ({koto/to wa})  

John-NOM he-ACC  recommended 

'Johni recommended himi.' 

 

 Before proposing an account for (36) and other cases of disjointness 

effects for coreference, I will first take a look at Reinhart's (1983, Ch.7) 

"pragmatic account" of the "effects of binding conditions" in the case of 

coreference. 

 

6.3. Reinhart's "Pragmatic Account" of Disjoint Reference 

 

 Reinhart (1983, Ch.7) argues that bound variable anaphora falls 
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directly under Binding Theory but coreference does not.  She proposes the 

following indexing procedures as part of her theory of anaphora. 

 

(38) (Reinhart's (1983, p. 158) (34))17 

Coindex a pronoun P with a c-commanding NP α (α not immediately 

dominated by COMP or S') (= α being in an A-position) 

conditions:  (a) If P is an R-pronoun (anaphors-HH) α must be in its 

minimal governing category. 

 (b)  If P is non-R-pronoun, α must be outside its minimal 

governing categories. 

 

Here, "minimal governing category" can be replaced with "local domain" 

without affecting the content of her proposal; hence I will refer to it as "local 

domain".  The (a) clause assumes the work of condition A and the (b) clause 

that of condition B.  She argues that the interpretive procedure which 

translates nominal categories in appropriate positions into variables is 

sensitive to the coindexation.  Nominal categories that are not coindexed with 

a c-commanding NP, in her approach, fail to be translated as variables.  The 

translation procedure for bound anaphora is stated as in (39). 

 

(39) (Reinhart's (p. 160) (37)) 

     [S'  Φ  ]  ==> [S'  β ( λx (  Φβ/x))]  

 

Reinhart (p. 160) states: 

 

This rule thus operates in the S' domain and λ-abstracts on the 

antecedent, i.e. that NP in a set of coindexed NPs which c-commands 
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the others (which can only be pronouns, given the coindexing 

procedure [(38)]), and converts all other pronouns in this set to 

variables bound by the λ operator.  The antecedent (β in [(39)]) can be 

any NP (definite, quantified or a pronoun) as long as it c-commands 

the pronoun it is coindexed with. 

 

Notice that the translation procedure for bound anaphora is contingent upon 

coindexation.  Coindexation is in turn constrained by the domain restrictions 

as in (38) (i.e. the domain restrictions condition A and condition B).  Hence, 

whether an R-pronoun (i.e. a reflexive) and a non-R-pronoun (i.e. 

non-reflexive pronoun) may be interpreted as a bound variable is dependent 

upon the domain restrictions encoded in the indexing procedure in (38).18 

 As an illustration of Reinhart's analysis, consider the sentences in 

(40). 

 

(40) 

a. John recommended himself. 

b. *John thought that Mary had recommended himself. 

c. John recommended him. 

d. John thought that Mary had recommended him. 

 

In accordance with (38), the possible coindexing that involves John is 

indicated in (41). 

 

(41) 

a. Johni recommended himselfi. 

b. John thought that Mary had recommended himself. 
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c. John recommended him. 

d. Johni thought that Mary had recommended himi. 

 

Since John is outside the local domain of himself (an R-pronoun) in (41b), the 

coindexation is not possible there.  Likewise, since John is inside the local 

domain of him (a non-R-pronoun) in (41c), the coindexation is not possible in 

(41c).   

 The coindexing procedure yields (41a) and (41d).  The translation 

procedure in (39), in turn, applies to (41a) and (41d), yielding (42a) and (42b), 

respectively. 

 

(42) 

a. [S' John (λ x (x recommended x))] 

b. [S' John (λ x (x thought that Mary had recommended x))] 

 

Since John and himself/him in (41b) and (41c) fail to be coindexed, these 

sentences cannot be translated as in (43a) and (43b), respectively. 

 

(43) 

a. [S' John (λ x (x thought that Mary had recommended x))] 

b. [S' John (λ x (x recommended x))] 

 

This, of course, is the desired result.  (40b) is ungrammatical.  (40c) fails to 

give the bound variable construal as indicated in (43b), in contrast to (40d), 

which yields the bound reading for him as indicated in (42b).19 

 Reinhart (p. 159) assumes that the procedure in (38) is optional.  

Hence (41a) and (41d) need not be coindexed.  The absence of coindexation 



Ch. 6 
694 

esults in (44a) and (44b). 

 

(44) 

a. John recommended himself. 

b. John thought that Mary had recommended him. 

 

In this case, (44a) fails to be translated as (42a).  Given the assumption that 

"R-pronouns (reflexives) are interpretable only as variables", Reinhart 

(p.159) argues that (44a) is uninterpretable.  In the case of (44b), the 

interpretation of the sentence, in particular, the "referential association" 

between John and him, falls outside of syntax.  The sentence may be 

interpreted as indicating, or being compatible with, the coreferential 

interpretation between John and him, but not with that of bound variable 

anaphora. 

 According to Reinhart's proposal, (44b) and the sentences in (45) have 

the same status with respect to the translation procedure in (39). 

 

(45) 

a. His teacher recommended John. 

b. The person who was teaching John recommended him.   

c. John recommended him. 

d. He recommended John's student. 

 

Recall that the coindexation procedure in (38) always "co-index a pronoun" 

with a c-commanding NP.  Hence he and John in (45) cannot be coindexed; 

the c-commanded NP IS NOT a pronoun.20  The absence of the c-command 

relation between John and his/him in (45a) and (45b) means that these NP's 
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cannot be coindexed.  Because of the domain restriction in (39b), John and 

him in (45c) cannot be coindexed.  Thus, all the sentences in (45) and the one 

in (44b), in which John and him are not coindexed, are on a par with one 

another, in that the "referential association" between the relevant NP's falls 

outside the bounds of syntax. 

 It is nevertheless clear, however, that among these sentences, only 

(45c) and (45d) strongly disallows the coreferential interpretation between 

the two NP's.  Reinhart (1983, Ch.7) thus proposes that the disjoint reference 

effects observed in (45c) and (45d) are due to the pragmatic strategies, as 

stated in (46). 

 

(46) Reinhart's (1983, Ch. 7) (52) 

 

a. Speaker's strategy:  When a syntactic structure you are using allows 

bound-anaphora interpretation, then use it if you intend your expressions 

to corefer, unless you have some reasons to avoid bound anaphora. 

 

b. Hearer's strategy: If the speaker avoids the bound anaphora options 

provided by the structure he is using, then, unless he has reasons to avoid 

bound anaphora, he didn't intend his expressions to corefer. 

 

That "a syntactic structure you are using allows bound-anaphora 

interpretation" in (46a) presumably means, restricting our discussion to 

exactly two NPs, that one NP c-commands the other in the structure under 

discussion.  "Use it" in (46a) perhaps means "Insert the appropriate lexical 

categories under these NP's so that the structure will undergo the translation 

procedure in (39)."  Given this interpretation of the "strategies" in (46), let us 
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consider what these "pragmatic strategies" are intended to express.  Take 

(45c), for example, which is repeated below. 

 

(45c) John recommended him. 

 

This sentence has the structure in (47). 

 

(47) NP recommended NP 

 

Notice that if the second NP is a reflexive, this structure can be translated 

into (48), by the procedures in (38) and (39). 

 

(48) [S' NP (λx ( x recommended x))] 

 

Thus the strategy in (46a) dictates that the speaker use a reflexive, e.g. 

himself, as the object NP IF he/she intends the two NP's to corefer.  Similarly, 

the strategy in (46b) "informs" the hearer that the speaker did not intend the 

coreference if a reflexive were NOT used as the object NP.  The unless clauses 

in (46) are intended to account for the instances of the violation of the binding 

conditions as noted in Bolinger (xx), Evans (1977, 1980) and Higginbotham 

(1983) as well as the availability of the strict reading in the elliptical 

constructions such as VP deletion. 

 The "pragmatic" account of (45d) is essentially the same as that given 

for (45c).  Consider (45d), repeated below. 

 

(45d) he recommended John's student 
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The relevant structure of (45d) can be represented as (49). 

 

(49) NP recommended NP's student 

 

If the second NP is a pronoun, this structure may be interpreted as in (50) by 

the application of (38) and (39). 

 

(50) [S' NP (λx (x recommended x's student))] 

 

Thus, in accordance with (46a), the speaker must use a pronoun for the 

second NP in (49), if he/she intends the two NP's to corefer.  Since a pronoun 

is not used in (45d), the sentence is considered by the hearer as being 

intended as not expressing coreference between the two NP's, i.e. he and 

John. 

 In Grodzinsky and Reinhart (1990, p. 12), the "pragmatic strategies" in 

Reinhart (1983) are restated as a rule of "INFERENCE" as given in (51). 

 

(51) Grodzinsky and Reinhart's (1990, p. 12) (17) 

 

Rule I:  A free NP, α, can be intended as coreferential with NP β, in the same 

sentence, iff either 

a. it is impossible to replace α with a (distinct) anaphoric expression 

that can be bound by β. 

or 

b. The coreference interpretation needs to be distinguished from the 

bound. 
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"A free NP" means an NP that is not coindexed with another NP; cf. the 

coindexing procedure in (38).  The (a) clause in (51) takes care of (45c) and 

(45d) in very much the same way the strategies in (46) do. 

 The central idea behind the Reinhartian account of disjointness effects 

for coreference can thus be summarized as follows:  Consider the structure in 

(52). 

 

(52)  ... α ... β ...  where α c-commands β. 

 

If you intend coreference between α and β, then; 

(i) let β be a reflexive if α is in the local domain of β 

(ii) let β be a pronoun if α is outside the local domain of β. 

 

As we have seen, the account of the non-availability of the coreferential 

reading in (53) in the Reinhartian approach seems straightforward. 

 

(53) 

a. John recommended him. 

b. He recommended John's student. 

 

 As acknowledged in Reinhart (1983, p. 170), the Reinhartian approach 

does not distinguish between the two sentence in (54).  (The indicies that 

indicate the coreference are suppressed in (54) and (55) below.) 

 

(54)  

a. *He recommended John's student. 

b. ?John recommended John's student. 
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Neither does this approach distinguish (55a) from (55b). 

 

(55)  

a. *John recommended him. 

b. ??John recommended John. 

 

In the terms of the structure in (52), none of these sentences has the 

appropriate category for β that may serve to indicate "coreference" with a 

c-commanding NP.  In (54), John in the genitive position should be a pronoun 

if coreference is intended; cf. (52i).  Likewise, in (55), the object NP should be 

a reflexive if coreference is intended; cf. (52ii).  Thus the coreference 

possibility in these sentences must be excluded on a par with each other by 

(52), which is intended to summarize the pragmatic strategies in (38) (or the 

rule of inference in (39)). 

 I have noted earlier that many speakers in fact accept (54b), finding it 

only slightly awkward, perhaps due to the repetition of the Name.21  By 

contrast, (54a) is an instance of condition D violation.  Reinhart (1983, p. 170) 

in fact notes that "it is much easier to find a context allowing the 'violation' in 

[sentences like (54b)] than [sentences like (54a)]," claiming that the 

difference arises because "the reference of a full NP is more easily recoverable 

than the reference of a pronoun."   In the analysis proposed in this work, this 

difference follows directly from the assumption that (54a), with the relevant 

coreference, violates condition D, while (54b) does not violate any 

grammatical principle. 

 Before critically examining Reinhart's pragmatic account of the 

disjointness effects for coreference, let us first turn to some puzzling 
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phenomenon that has to do in part with child language acquisition.   

 

6.4. An Acquisition Puzzle 

 

6.4.1. The Acquisition of Condition B 

 

 In the recent years, there has been much debate and discussion on the 

"acquisition" of binding condition B.  One of the interesting results in the 

acquisition studies is the finding that children tend to accept (56a) while 

rejecting (56b) (e.g. Chien and Wexler (1988)).22 

 

(56)  

a. Mama beari washed heri. 

b. *Every beari washed heri. 

 

Grimshaw and Rosen (1990) suggests that the children reject (56b) because 

they have not mastered bound variable construal, predicting that the 

children who reject (56b) also reject (57). 

 

(57) Every beari washed heri baby.   

 

Subsequent works, such as Chien and Wexler (1989), however, indicate that 

the children accept (57) (and (56a)) while rejecting (56b).   

 Given the Reinhartian conception of binding conditions, the contrast in 

(56) is not totally unexpected.  Notice that while (56b) must involve bound 

variable anaphora, (56a) need not.  That is, the relation between Mama bear 
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and her may be that of coreference. 

 An account of the contrast in (56), in accordance with Reinhart (1983), 

has in fact been proposed in Chien and Wexler (1989) and Grodzinsky and 

Reinhart (1990); cf. also Montalbetti and Wexler (1984) for the discussion 

that anticipates the contrast in (56), based essentially, but not exactly, on the 

Reinhartian view of binding conditions.  According to this view, what 

differentiates the children and the adults is the mastery of the relevant 

pragmatic strategy of Reinhart (1983, Ch. 7) (or the rule of inference in 

Grodzinsky and Reinhart (1990)), namely, while the adults have mastered 

these pragmatic strategies, the children have not.23 

 In the following, I will argue that while the essentials of Reinhart's 

(1983, Ch. 7) approach to binding conditions are correct, the delay of the 

mastery of the pragmatic strategy cannot be the correct way to distinguish 

the children's and the adults' responses to the sentences in (56).  (Recall that 

the typical response by adults to (56) is that both sentences are 

unacceptable.)  A more promising way to capture the relevant difference, I 

will argue, is to resort to the lexical properties of personal pronouns in 

English.  It will further be argued that the transition from the children's 

lexical specification to the adults' specification of these pronouns corresponds 

to what appears to be the change that the Japanese and the Korean 

languages are currently undergoing. 

 

6.4.1.1. Condition B for Coreference and Bound Variable Anaphora 

 

 Recall that Japanese sentences like (58) are judged more or less 

acceptable. 
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(58) 
(?)Johni-ga   karei-o  suisensita      (koto) 

John-NOM he-ACC  recommended 

'Johni criticized himi.' 

 

I have noted in 6.2.1 that (58) contrasts with the unacceptable English 

example in (59). 

 

(59) *Johni recommended himi. 

 

Recall that sentences like (59), such as (56a), are accepted by children 

acquiring English.  Thus we have the three way contrast as summarized 

below.24  ("English Adults" stand for adult speakers of English and "English 

Children" stand for children who are acquiring English.) 

 

(60) English Adults25 

a. *Johni recommended himi. 

b. *No onei recommended himi. 

 

(61) English Children      

a. Johni recommended himi. 

b. *No onei recommended himi. 

 

(62) Japanese Adults 

a. Johni-ga karei-o suisensita       (koto) 

John-NOM he-ACC recommended 

'Johni recommended himi' 
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b. *[Toyota to Nissan]i-ga   sokoi-o suisensita  

Toyota and Nissan-NOM  it-ACC  suisensita 

'[Toyota and Nissan]i recommended iti.' 

 

Recall that the Japanese version of (60b)/(61b) is not easy to construct; cf. Ch. 

4.  However, the effect of condition B in the case of bound variable anaphora 

is clearly observed in (62b); cf. the examples in Ch. 5, xx, that allow bound 

variable construal for soko 'it' when it is bound non-locally. 

 It seems plausible that the contrast in (61) and that of (62) may receive 

the same account.  Let us thus proceed under the assumption that a unified 

account is possible for (61) and (62). 

 

6.4.1.2. Against Reinhart's "Pragmatic Strategies" 

 

 Given this assumption, the contrast between (60a) (for adults) and 

(61a) (for children) cannot be due to the fact that the adults have, but the 

children have not, mastered the relevant pragmatic strategies of Reinhart 

(1983, Ch. 7).  It it were, then we would have to conclude that Japanese 

adults have not mastered the pragmatic strategies either, since (62a) is 

acceptable for the adult speakers of Japanese, indicating that the relevant 

communicative capability of Japanese adults is comparable to that of 

"English Children".  This does not seem tenable.26  I thus conclude that the 

pragmatic account of (60a) cannot be maintained, at least as it is stated in xx 

in 6.3.   

 

6.4.1.3. An Alternative Account: Children's him as deictic 



Ch. 6 
704 

 

 Let us thus consider an alternative account for (60a), (61a) and (62a), 

while maintaining the basic insight of the Reinhartian approach to Binding 

Theory.  The basic insight of the Reinhartian approach is that (60b), (61b) 

and (62b) are ruled out by condition B, which regulates bound variable 

construal.  One way to capture (60a), (61a) and (62a) is to assume that 

condition B IS indeed violated in (60a), but not in (61a) and (62a).  This 

solution, however, is not possible, given the way the effects of condition B are 

expressed in Reinhart's (1983, Ch.7) system, in particular, given the way the 

locality condition for condition B is encoded in her system. 

 Recall that the locality requirement (more precisely, the anti-locality 

requirement) of condition B is incorporated in the coindexing procedure in 

Reinhart's analysis.  The coindexing procedure is repeated here as (63). 

 

(63) (=(xx)) (Reinhart's (1983, p. 158) (34)) 

Coindex a pronoun P with a c-commanding NP α (α not immediately 

dominated by COMP or S') (= α being in an A-position) 

conditions:  (a) If P is an R-pronoun (anaphors-HH) α must be in its 

minimal governing category. 

 (b)  If P is non-R-pronoun, α must be outside its minimal 

governing categories. 

 

(As noted earlier, "minimal governing category" is equivalent to "local 

domain" for the purposes of our discussion.)  The relevant locality statement 

for condition B is encoded In the (b) clause in (63) .  Due to this clause, it is 

not possible to coindex the two NP's in any of the examples in (60), (61) and 

(62).  In this sense, condition B "applies" equally to all of the examples in (60), 
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(61) and (62); hence it is NOT possible to differentiate (60a) on the one hand 

and (61a) and (62a) on the other, if kare is considered to be a pronoun as in 

the standard practice (Oshima (1979), Kuno (1986) and others).27 

 I propose that condition B applies at the level after the translation 

procedure for bound anaphora has taken place, rather than regarding it as 

being encoded in the coindexing procedure.28  Reinhart's formulation of the 

translation procedure is repeated in (64) below.29 

 

(64) (=(xx)) (Reinhart's (1983, p. 160) (37)) 

     [S'  Φ  ]  ==> [S'  β ( λx (  Φβ/x))]  

 

According to Reinhart's translation procedure in (64), the sentences in (65a) 

and (65b) are translated, schematically, into (66a) and (66b), respectively. 

 

(65) 

a. Johni recommended himselfi. 

b. Johni recommended hisi student. 

 

(66) 

a. [John[ λ x [ x [VP V  x]]]] 

b. [John[ λ x [ x [VP V ...[NP  ... x ...] ...]]]] 

 

Under the assumption that condition B is a filtering condition on 

representations such as (66) rather than as a "locality specification" encoded 

in the coindexing procedure in (63), it is possible for sentences like (67) to 

have the indices as indicated below.30 
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(67) Johni recommended himi. 

 

This means that unacceptable (67) and acceptable (65a) will both be 

translated into (66a) by (64).  I propose that it is precisely at this level that 

condition B must be invoked.  This means that we need to distinguish 

between the two instances of (66a); one that is "derived from" (65a) and one 

from (67).  This in turn means that the [+/- a] feature of an NP, α, must be 

retained by the variable into which α has been translated.   

 Given this assumption, the two instances of (66a) can be distinguished 

as indicated in (68). 

 

(68) 

a. [John[ λ x [ x   [VP  V  x   ]]]] 

                    [-a]         [+a] 

 

b. [John[ λ x [ x   [VP V  x   ]]]] 

                    [-a]        [-a] 

 

Because of condition B, repeated in (69), (68b) will, but (68a) will not, be ruled 

out. 

 

(69) A [-a] category must be free in its local domain. 

 

 Similarly, the ungrammatical (70) is not ruled out at S-structure, 

according to this proposal. 

 

(70) *Johni thinks that Mary recommended himselfi. 
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The indexing in (70) is allowed at this level and (70) will be translated into 

(71); cf. (66b). 

 

(71)  

[John[ λ x [ x  [VP V ...[S'   ... x ...] ...]]]] 

                [-a]                   [+a] 

 

The representation in (71) is ruled out by condition A, repeated in (72). 

 

(72) A [+a] category must be bound in its local domain. 

 

(For ease of exposition, I will now refer to the representation that obtains as 

the result of the application of (64) as a "Bound Variable Anaphora (BVA) 

representation".)  In contrast to (70), the BVA representation of (65b) will be 

as in (73); cf. (66b). 

 

(73)   

[John[ λ x [ x [VP V ...[NP  ...  x ...] ...]]]] 

               [-a]                   [-a] 

 

Neither condition B nor condition A is violated in (73); hence the bound 

variable construal indicated in (73) is possible for (65b). 

 Let us thus assume that binding conditions (i.e. conditions A and B, 

but not condition D) apply at LF (more precisely, on the BVA 

representations), and consider how (60), (61) and (62) can be accounted for 

under this assumption.31  (60), (61) and (62) are repeated for convenience. 
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(60) English Adults 

a. *Johni recommended himi. 

b. *No onei recommended himi. 

 

(61) English Children      

a. Johni recommended himi. 

b. *No onei recommended himi. 

 

(62) Japanese Adults 

a. Johni-ga karei-o suisensita       (koto) 

John-NOM he-ACC recommended 

'Johni recommended himi' 

 

b. *[Toyota to Nissan]i-ga   sokoi-o suisensita  

Toyota and Nissan-NOM  it-ACC  suisensita 

'[Toyota and Nissan]i recommended iti.' 

 

Under the assumption we have just made, the acceptability of (62a) can be 

directly attributed to the lexical property of kare.  That is, the BVA 

representation like (74), which would violate condition B, cannot be obtained 

from (62a) since kare cannot be translated into a variable.   

 

(74)  

[John[ λ x [ x   [VP   x   V  ]]]] 

                [-a]      [-a] 
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This means that (62a) does not violate condition B. 

 Given our assumption that the acceptability of (61a) and that of (62a) 

are due to the same reason, one may argue that him for children cannot be 

translated into a variable, just as kare cannot, to ensure that (61a) does not 

get translated into (75). 

 

(75) 

[John[ λ x [ x   [VP V   x    ]]]] 

                [-a]         [-a] 

 

If (61a) did get translated into (75), it would violate condition B, predicting 

incorrectly that (61a) is unacceptable for "English Children."   

 Given a rather natural assumption that the initial use of pronouns for 

children, such as he, are most likely that as deictics (i.e. pointing to an 

individual), this conclusion seems to make some intuitive sense.  It is also 

interesting to note that while he/she may be used deictically, it cannot. 

 

(76)  

a. (pointing at different individuals) 

    We should hire him and him and him  

 

b. (pointing at different objects) 
    *We should buy it and it and it. 

     Cf. We should buy that and that and that. 

 

If the "deictic use" of him is responsible for the acceptability of (61a), then we 

expect that children, even when they allow (61a), do not allow sentences like 
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(77). 

 

(77) *(That/The) computeri has chosen iti. 

 

While the relevant experimental results with respect to this prediction are 

not available to me at the moment, the difference between him and it as 

indicated in (76) seems to be related to the subtle difference that some adult 

speakers detect between (78a) and (78b). 

 

(78) 

a. *John has chosen him/HIM. 

b. **HAL (the computer in "2001") has chosen it/IT. 

 

The relevant difference is that while it seems possible, as noted in Sportiche 

(1986) and others, to make (78a) marginally acceptable, for example, by 

stress, it does not seem possible to make (78b) better.  It thus appears that we 

can have a unified account of (61a) (English Children) and (62a) (Japanese 

Adults), namely that (61a) and (62a) are acceptable since him in the former 

and kare in the latter do not get translated into variable, thereby not 

violating condition B, which apply at the level where the translation 

procedure for bound anaphora has taken place. 

 

6.4.1.4. Problems 

 

 Successful as it may appear, this analysis cannot be maintained as it 

has been presented above.  First of all, if him for children is analogous to 

kare, we expect that him cannot be bound by a quantified NP for children 
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who accept (61a).  As indicated earlier, such is not the case; cf. Chien and 

Wexler (1989), who report that children who reject sentences like (61b) accept 

sentences like (79). 

 

(79) 

Every mama beari washed heri baby. 

 

 Furthermore, if it were him's being deictic that prevents condition B 

from applying, then (60a) for "English Adults" should be acceptable since the 

deictic use of him is available for adult speakers as well.  (That is, adult 

speakers are able to use him, pointing to an individual.)  It has in fact been 

pointed out in Ch. 4 that demonstrativity does not seem incompatible with 

bound variable construal; cf. the discussion in 4.9 and 5.8.  The relevant 

English example, from Evans (1977), is repeated below as (80). 

 

(80) (=(xx)) 

Every logiciani walks with a boy near that logiciani's house.   

 

 These considerations indicate that we cannot simply attribute the 

acceptability of (61a) to him's being deictic for children.   

 One might suggest at this point that him for children can function 

either like kare in Japanese or like him for "English Adults".  This would 

account for the acceptability of not only (61a) but of (79), both of which are 

repeated below. 

 

(61a) Johni recommended himi. 
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(79)  Every mama beari washed heri baby. 

 

According to this suggestion, (61a) and (79) are acceptable, being analogous 

to (62a) and (81) below, respectively.  The Japanese examples in (62) are 

repeated here. 

 

(62) Japanese Adults 

a. Johni-ga karei-o suisensita       (koto) 

John-NOM he-ACC recommended 

'Johni recommended himi' 

 

b. *[Toyota to Nissan]i-ga   sokoi-o suisensita  

Toyota and Nissan-NOM  it-ACC  suisensita 

'[Toyota and Nissan]i recommended iti.' 

 

(81) 

[Toyota to Nissan]i-ga   sokoi-no zyuugyooin-ni  

Toyota and Nissan-NOM it-GEN     employee-DAT 

kirokutekina       boonasu-o  dasita (koto) 

record-breaking bonus-ACC  gave 

'[Toyota and Nissan]i gave itsi employees record-breaking bonuses' 

  

However, in the absence of an account of why these two functions of him are 

available for children but not for adults, this does not seem to be a 

particularly insightful description of (61).   

 Recall that we must assume that him for "English Adults" MUST be 

translated into a variable in (60a), repeated below, in order to account for its 
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unacceptability by means of condition B violation. 

 

(60a) Adult English 

*Johni recommended himi 

 

It cannot be the case that him for "English Adults" must always be translated 

into a variable since he can be used as in (82).32 

 

(82) (pointing at an individual) Who is he? 

 

 

6.4.1.5. Children's Him and the Japanese So 

 

 In this subsection, I will make a proposal, which eliminates some of 

(but not all of) the problems noted above for the accounts of (60), (61) and (62) 

that we have considered so far.  It will be argued that this proposal makes it 

possible to relate the process that may be taking place in the acquisition of 

English to the process that languages like Japanese and Korean might 

presently be undergoing. 

 My proposal can be schematically summarized as in (83).33 

 

(83)  A Chart of the Relevant Nominal Expressions 
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The basic idea of my proposal is that he/her for children is analogous to 

sore/soko in Japanese, and together they contrast with he/she for "English 

Adults."  I propose, as a form of stipulation, that a category, β, that belongs to 

(A) in (83) must be translated into a variable in the configuration in (84). 

 

(84)  

     αi  ...  βι  ...   where α A-binds β. 

 

Given the assumption that "English Adults'" he is, but "English Children's" 

he and Japanese soko, do not belong to (A) gives the desired result.  Namely, 

he and soko may be locally A-bound by a referential NP for "English 

Children" and in Japanese, respectively; but he for "English Adults" cannot. 

 Recall that we must also capture the fact that all of these three 

categories may be interpreted as bound variables.  Not only can they be 
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bound by an quantified NP but they also yield sloppy readings in the 

designated configurations.  I want to express this fact by assuming that these 

categories MAY be translated as bound variables.  This property, I argue, is 

restricted to the categories in (A) and (B).  (Only the categories in (A) MUST 

be translated into variables in the configuration given in (84).)   

 Proceeding to the instances of that linguist and sono gengogakusya 

'that linguist', the fact that they can be bound by a quantified NP but can 

yield sloppy readings only marginally is expressed by categorizing them as 

members of (C).  That is, I propose that the members of (C) have the ability to 

act as something like E-type pronouns, but not as a genuine bound variable 

(at least, without resulting in certain degree of marginality).  This then 

contrasts with the members of (A) and (B), which can act something like 

E-type pronouns as well as genuine bound variables. 

 Notice that certain categories are placed across one or two boundaries.  

This is to capture the judgmental variations among (as well as within) the 

speakers.  Since what is relevant here is the lexical specification of the 

relevant nominal categories, it is not unreasonable that such specifications 

vary, to some extent, from speaker to speaker, as long as the variations are 

within the expected range.  Take the case of Korean ku, for example.  As 

noted in Appendix to Ch. 4, some Korean linguists have reported that ku, the 

so-called overt pronoun in Korean, cannot be bound by a quantified NP, 

including which N'; cf. the discussion in Appendix to Ch. 4.  Other speakers 

allow ku to be bound by a quantified NP, to varying degrees.  As expected, the 

binding by which N' (singular) results in acceptability most readily and the 

binding by no N' tends to be rejected.  This exactly parallels the situation 

observed in the case of that N' in English (as observed in Evans' (1977) 

discussion of the E-type pronoun) and of sono N' in Japanese.  Furthermore, 
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some speakers claim that ku yields sloppy readings; cf. Suh (1990, Appendix 

I).  To express such variation of judgements, some of the nominals "spreads" 

beyond boundaries in (83). 

 For similar reasons, kare, sore/soko and him/her are placed on the 

border lines between two "classes".  Consider kare, which is placed between 

(C) and (D), although most of it belongs to (D).  This is intended to express the 

fact that while most speakers do not allow kare to be bound by a quantified 

NP, some speakers allow it to be bound by a quantified NP that is singular in 

meaning.  Recall that we have noted earlier in Ch. 4 that kare can marginally 

be bound by which N'.  While the binding of kare by a (singular) quantified 

NP is thus accepted to some extent, its acceptability is in general much lower 

than that acceptability of the binding of sono N' by a quantified NP.  For this 

reason, kare is placed almost, but not entirely, within (D).  Similar variations 

are observed in the case of sore/soko.34   Thus while some speakers quite 

readily accept the bound variable interpretation of sore and soko, other seem 

to have some difficulty accepting it. 

 It might be the case that him/her for "English Children" be placed 

strictly in (B).  But the placement of him/her as indicated in (83) is compatible 

with the relevant data under discussion.  If it turns out that children who 

accept John recommended him also accept sloppy reading for him when it is 

bound non-locally, then him/her for "English Children" must be placed within 

(B); cf. the discussion in Ch. 5 for many complications in conducting the 

relevant tests.  Otherwise, him/her should be placed within (C). 

 Finally, him/her for "English Adults" is placed between (A) and (B).  

Notice that most of it is within (A).  This placement of him/her in (83) is 

meant to capture the fact that some adult speakers detect some subtle 

difference between John has chosen him and Computer # 34 has chosen it.  In 
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the proposed account, the subtle contrast between them is because it belongs 

only to (A) while him/her partly belongs to (B). 

 The dividing line between (D) and (E) is what distinguishes the ku 

system and the ce system in Korean.  Recall from Appendix to Ch. 4 that 

while both ku N' and ce N' may be translated into 'that N'" in English, only 

the former may be used, in the unmarked cases, in the absence of the 

object/individual that is referred to.  In this sense the ce system in general 

does not allow the so-called anaphoric use and allows only the deictic use.  

This distinguishes the ce system on the one hand and the ku system, the 

Japanese a system and kare on the other, and makes ce N' somewhat 

analogous to English that N' over there.35    

 The dividing line between (C) and (D) is what distinguishes categories 

that may function as an E-type pronoun and those that cannot.   

 As indicated by the arrows at the right periphery of the chart, the 

relevant characteristic of each of (A) to (D) are "inclusive," in that a member 

of (A) has properties of (B), (C) and (D), and a member of (B) also has 

properties of (C) and (D), and so on. 

 The relevant property of each of (A) to (E) are summarized in (85). 

 

(85)  

1.  A "strongly deictic" element β MUST be translated into a variable in the 

configuration in (84), in addition to having all the properties in 2, 3, 4 and 

5 below.  ((A) in (83)) 

 

2.  A "weakly deictic "element β MAY be translated into a variable, in 

addition to having all the properties in 3, 4 and 5 below.  ((B) in (83)) 
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3.  A "non-deictic or deictic" element β MAY function as an E-type pronoun, in 

addition to having properties in 4 and 5 below.  ((C) in (83)) 

 

4.  A weakly deictic element β MAY be "anaphoric" (i.e. may be used in the 

absence of what it refers to), in addition to having the property in 5 below.  

((D) in (83)) 

 

5.  A "strongly deictic" element MUST be used with the presence of what it 

refers to, this is the unmarked case.  ((E) in (83)) 

 

 Let us now consider the acquisition of the relevant properties for the 

nominals under discussion.  As in the case of the acquisition of binding 

conditions, I assume that what must be learned is the lexical properties of the 

relevant nominals, and that UG contains the dividing lines, as indicated in 

(83), as well as the different properties that are associated with each 

categories (i.e. (A), (B), (C), (D) and (E)). 

 A given nominal is marked as belonging to (D) if it is used in the 

absence of what it refers to.  This does not, as noted above, preclude the 

possibility of it belonging to the other groups higher in the chart.  Similarly, 

the membership to A/B/C, i.e. the identification of a nominal to be higher 

than the line between (C) and (D), is triggered by positive evidence that it can 

be bound by a quantified NP.  It is not clear what would count as positive 

evidence for distinguishing A/B/C from A/B.  This might mean that chart in 

(83) has to be modified in this regard.  For it is somewhat implausible for the 

child to pay attention to the availability of sloppy readings in distinguishing 

A/B/C and A/B.   

 At this point, I would like to suggest that the positive evidence for 
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distinguishing A/B/C and A/B is morphological; namely, to qualify as a 

member of A/B, a nominal must be an N rather than NP.  The fact that the 

nominals that function as genuine bound variable, in terms of the sloppy 

identity test, all seem to have the form of N, rather than that N' or sono N' 

provides support for this suggestion.   

 Now, what about the positive evidence for distinguishing (A) from (B)?  

Unlike the properties for A/B, A/B/C, A/B/C/D, the property for (A) is that it 

MUST be translated into a variable.  Notice that it does not seem plausible, 

to say the least, to assume that occurrences of it yielding a certain 

interpretation in some environment trigger the obligatoriness under 

discussion.  I would therefore like to suggest that the existence of the 

expletive it is the trigger for this lexical specification of it.  That is, upon 

hearing an occurrence of it that is completely devoid meaning, the child 

assigns to it the lexical feature that is relevant in (A).  I further speculate 

that the categorization of him and her in (A) is also triggered by the use of 

expletive use of it, presumably because they form a class of nominals in A/B/C 

that consists simply of N.36 

    Let us now consider the acquisition process that is relevant for the 

different "judgments" between "English Adults" and "English Children."  

According to the above proposal, it is categorized in (A) based on the 

occurrence of its expletive use.  And him and her are so categorized because 

they belong to the same class as it, as being an N, within A/B/C.  I would thus 

like to suggest that the mastery of the expletive use of it is the key to placing 

him/her in (A).  The absence of overt expletives in Japanese then accounts for 

the fact that sore/soko will not be regarded as belonging to (A). 

 Notice that the use of sore/soko is "originally" deictic in that they do 

belong to the deictic system of so.  It is thus possible that Japanese is 
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undergoing some change in which the sono N' is moving from (D) to (C) and 

sore/soko are moving from (D) to (B) through (C).  Judgmental variations 

might be a reflection of this change.  Similarly, Korean ku is indeed a 

member of the ku system, as noted in Appendix to Ch. 4.  Hence it is also 

possible that ku is undergoing a change similar to sono N', soko and sore.  

These are indicated by the arrows in the chart.  In this sense the change that 

takes place from "English Children" to "English Adults," may be considered 

analogous to the change that the Japanese and Korean languages may be 

presently undergoing. 

 In summary, I have argued that (86) is unacceptable for "English 

Adults," because of condition B violation (which holds at the level after the 

"translation procedure" has taken place.) 

 

(86) Johni recommended himi 

 

This result is obtained by the assumption that him for "English Adults" in 

(86) (which conforms to the configuration given in (83))  MUST be translated 

into a variable, as in (87). 

 

(87) [Johni [ λxi [ xi recommended xi]]] 

 

And since it is at this level that the binding conditions are argued to apply, 

condition B rules out the sentence in (86). 

 (86) for "English Children" and (88) in Japanese, on the other hand, 

need not violate condition B since the bindee NEED NOT be translated into 

variables. 
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(88) 

Toyotai-ga   sokoi-o suisensita 

Toyota-NOM it-ACC  recommended 

'Toyotai recommended iti.' 

 

Given this account, however, sentences like (89) MUST be represented as in 

(90), since his is bound by John; cf. the configuration in (84).   

 

(89) Johni recommended hisi student 

 

(90) [Johni [λxi [ xi recommended xi's student]]] 

 

This in turn means, given the earlier discussion of the sloppy/strict readings, 

that the second conjunct in (91) must yield only the sloppy reading, i.e. the 

bound variable construal. 

 

(91) 

Johni recommended hisi student and Bill did too. 

 

The fact that the second conjunct in (91) is compatible with the situation "Bill 

recommended John's student" therefore seems to raise a serious problem 

with the proposed analysis.37 

 Here, I would like to argue that (89) is indeed represented, 

obligatorily, as (90), and that the strict reading need not be syntactically 

represented, unlike in Williams (1977).  Recall that I am assuming, following 

Reinhart (1983, Ch. 7), that coreference falls outside the realm of syntax, 

except for the effects of condition D.  Since the strict reading may well be 
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regarded as an instance of coreference (or at least, non-syntactic), there 

should not be any restrictions on it, under the assumptions I am making 

here.  As noted in Ch. 5, it has in fact been pointed out in Sag (1976, pp. xx) 

that himself yields strict readings.   

 Consider (92), for example. 

 

(92) 

John recommended himself and {Bill did too/so did Bill}.  

 

Most speakers prefer the sloppy reading and tend to disallow the strict 

reading in this example.  Yet, the same speakers find the strict reading in 

(93) fairly acceptable, provided that they are familiar with the individuals 

under discussion. 

 

(93) 

At the last faculty meeting, Tim Stowell recommended himself for that task 

and {Ed Keenan did too/so did Ed Keenan}. 

 

The judgmental variations of the sort that Sag (1976, pp. xx) notes and the 

contrast between (92) and (93) seem to be typical of pragmatic phenomena.  

Since the strict reading, as noted above, has to do with coreference, and since 

coreference is regarded here as belonging to pragmatics (except for those 

instances that involve condition D), it seems reasonable to conclude that the 

availability of the strict reading is in fact not constrained by syntactic 

principles.  (Bear in mind that the availability of the sloppy reading IS 

constrained by syntactic principles, such as condition B and the "c-command" 

restriction.)  If this turns out to be tenable, (89)'s obligatorily represented as 
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(90) is not a serious problem.  Many further issues must be addressed in this 

connection; but I will leave this topic here. 

 

6.4.2. Condition B for Non-Pronouns 

 

 Consider again the example in (94) from Evans (1977). 

 

(94) (=(xx)) 

Every logiciani walks with a boy near that logiciani's house.   

 

It was argued earlier that sentences like (94) must be represented as in (95) 

after the translation procedure for bound variable has taken place.38 

 

(95)  

[every logiciani [ λ xi[ xi  [VP V ...[S'   ... xi ...] ...]]]] 

                                 [-a]                    [-a] 

 

Given this analysis, we predicted that if that logician is locally bound by 

every logician, then the resulting sentence is unacceptable, violating 

condition B.  Although the relevant judgments do not seem clear, as indicated 

in Ch. 4, the examples in (96a) do not seem as hopeless as (97a); cf. the 

discussion in 4.9.39 

 

(96)  

a. *?/??Every logiciani recommended that logiciani. 

b. (?)Every logiciani recommended {a/the} student who had studied with that 

logiciani. 
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(97) 

a. *Every logiciani recommended himi. 

b. Every logiciani recommended {a/the} student who had studied with himi. 

 

Recall that the absence of condition B effects are more striking in sentences 

like (98). 

 

(98) Which logiciani recommended that logiciani? 

 

One might take the absence of the clear effects of condition B in (96a) and (98) 

as evidence against the view that condition B holds of [-a] categories rather 

than [+p] categories.  Notice that condition D effects are clearly observed in 

(97a), where the bindee is him, while they are weaker in (96) and (98), where 

the bindee is that logician. 

 I have, however, indicated at the end of Ch. 5 as well as in the 

preceding section the possibility that that N' and sono N' can function as 

E-type pronouns, not necessarily involving bound variable construal.  In Chs. 

4 and 5, we have identified two ways to exclude the E-type pronoun reading 

for that N' and sono N', forcing the bound variable reading on these NP's.  

They are (i) the binding of these NP's by a plural antecedent (e.g. a conjoined 

NP) and (ii) the sloppy reading test.  We have in fact observed in Ch. 4 and 5 

that when the bound variable reading is forced in one of the two ways noted 

above, the non-local binding of that N' and sono N' becomes impossible while 

the local binding of these NP's remains marginally possible. 

 Take the binding by a plural antecedent, for example.  While the 

requirement of number agreement makes this test impossible to conduct in 
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English, Japanese exhibits a contrast as indicated in (99). 

 

(99)  (=(140) and (141) in Ch. 4)) 

a. [[itibu zyoozyoo-no seitetugaisya]  to  [nibu     zyoozyoo-no kookoku  

 first  listed-GEN   steel company and  second listed-GEN    advertising 

dairiten]]i-ga {sokoi/*?/??[sono kaisya]i}-no   rainendo-no  

agency-NOM     it                that company-GEN nest year-GEN  

saiyooo hoosin-o happyoosita  (koto) 

hiring policy-ACC announced 

''[{the/a} steel company that is listed in the first Tokyo Stock Exchange] and 

[{the/a} advertising firm that is listed in the second Tokyo Stock 

Exchange]]i made announcements regarding {itis/that companyi's} hiring 

policy for the coming year' 

 

b. [[itibu zyoozyoo-no seitetugaisya] to  [nibu    zyoozyoo-no kookoku  

  first  listed-GEN   steel company and second listed-GEN   advertising 

dairiten]]i-ga {*sokoi/*sono kaisya}i-o suisensita      (koto) 

agency-NOM       it       that company-o  recommended 

'[[{the/a} steel company that is listed in the first Tokyo Stock Exchange] and 

[{the/a} advertising firm that is listed in the second Tokyo Stock 

Exchange]]i recommended {iti/that companyi}' 

 

When soko is used, the contrast is sharper.  When sono kaisya 'that company' 

is used, the non-local binding is marginal but does not seem impossible.  

When sono kaisya is locally bound by a conjoined NP, as in the (b) example, 

the sentence is plainly unacceptable. 

 To the extent that sono kaisya 'that company' is considered as a 
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so-called R-expression, rather than a pronoun, the data in (99b) confirm (i) 

that bound variable construal is not restricted to pronouns/reflexives and (ii) 

condition B, which is now assumed to apply to BVA, is not restricted to 

pronouns.40   This is exactly what we expect since condition B is formulated in 

terms of [-a] categories rather than [+p] categories, as indicated in (100). 

 

(100) A [-a] category must be free in its local domain. 

 

 A similar argument can be constructed based on the sloppy identity 

test, as I have indicated at the end of Ch 5.  Consider again the English 

example in (98), repeated below. 

 

(98) Which logiciani recommended that logiciani? 

 

According to the preceding discussion, this sentence does not involve bound 

variable anaphora; i.e., it is not represented as in (101). 

 

(101)   

[which logiciani [ λ xi[ xi  [VP V  xi ]]]] 

                                 [-a]         [-a] 

 

If it were, condition B would rule this out.  Consider now the examples in 

(102). 

 

(102) 

a. I know which logician would recommend that logician's student, but I have 

no idea which linguist would. 
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b. I know which logician would recommend that logiciani, but I have no idea 

which linguist would. 

 

It appears that the sloppy reading in (102a) is as marginal as (99a) with sono 

kaisya 'that company', but not impossible.  When the binding is local as in 

(102b), on the other hand, the sloppy reading in (102b) appears impossible as 

in the Japanese examples in (99b).  The data in (98) and (102) thus indicate, 

strongly, that what is involved in (98) is not bound variable anaphora.  They 

further indicate that condition B disallows the local binding of that logician, 

when bound variable anaphora is involved. 

 We have thus seen confirming evidence for two of the claims that are 

listed at the outset of this chapter, repeated in (103). 

 

(103) (Cf. (1).) 

a. Binding condition B regulates [-a] categories.  (Ch. 2) 

c. Binding conditions regulates bound variable anaphora but not coreference.  

(Chs. 4 and 5)  (Reinhart (1983)) 

 

This in turn constitutes strong confirmation for the modification of Binding 

Theory, as proposed in Ch. 2. 

 

6.5. Accounting for The Effects of Binding Conditions for Coreference 

 

 In 6.4, I have proposed an account for condition B effects for 

coreference. The proposed analysis adopts the basic approach of Reinhart 
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(1983, Ch. 7) but departs from it in several important respects.  In particular, 

while I adopt the Reinhartian view that binding conditions regulate only 

bound variable anaphora and not coreference, I reject the essentials of 

Reinhart's (1983) "pragmatic" analysis of the effects of binding conditions for 

coreference.  In my analysis, the core effect of Reinhart's "pragmatic" strategy 

is expressed in a more formal mechanism; i.e. the relevant sentences do 

violate condition B for bound anaphora.  In this section, I will briefly discuss 

Reinhart's account of disjoint reference effects for coreference, in regard to 

the aspects that have not been discussed in 6.4. 

 

6.5.1. Condition B 

 

 I started the discussion in 6.4 with the assumption that a unified 

account is possible for the absence of condition B effects for coreference in 

Japanese and that in the response by children acquiring English.  It was 

argued that, given this assumption, Reinhart's (1983) "pragmatic" account of 

disjoint reference effects for coreference cannot be maintained.  For 

otherwise, we would have to conclude that the Japanese adults have not 

mastered the relevant pragmatic strategies, clearly a counter-intuitive 

conclusion to draw. 

 Insofar as my account of the disjoint reference effects for coreference 

for "English Adults", "English Children" and "Japanese Adults," presented in 

6.4, is feasible, the initial assumption is confirmed.  Namely, it is indeed 

possible to generalize the children's performance in English with the 

grammar of the Japanese adults.  This conclusion in turn provides us with 

evidence for rejecting Reinhart's pragmatic account of the disjoint reference 

effects for coreference.    
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   There are two other reasons to be suspicious about Reinhart's 

pragmatic account of condition B effects for coreference.  They are recorded in 

(104).41 

 

(104)  Problems with Reinhart's "Pragmatic" Account 

a. Sometimes the use of zibun is not possible and yet the effects of condition B 

can be detected.   

 

b. The use of zibun is possible not only for the local domain but also for the 

non-local domain.  Yet there is no "disjointness effects" for coreference in 

the non-local domain. 

 

 As an illustration of (104a), let us first consider the sentence in (105).42 

 

(105)  

John-ga   (sono) atarasii gakuseii-ni    soitui/*zibuni-o    suisensita      (yo)  

John-NOM that   new        student-DAT that guy/self-ACC recommended 

'John recommended that guyi/selfi to {that/the} new studenti.' 

 

As indicated, the dative NP cannot serve as an antecedent for zibun.43  Thus, 

according Reinhart's pragmatic account, one would expect (105) to be better 

than (106), or conversely, (106) to be worse than (105).   

 

(106)  

(sono) atarasii gakuseii-ga   soitui/zibuni-o  suisensita      (yo) 

that    new       student-NOM that guy-ACC     recommended 

'(that) new studenti recommended that guyi/selfi.' 
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In (106),  soitu can be replaced by zibun, while in (105) it cannot.  As far as I 

can tell, however, there is no significant difference between (105) and (106), 

contrary to the expectation in accordance with Reinhart's pragmatic account.  

I find both sentences with soitu equally acceptable.   

 By contrast, (107a) and (107b) are both impossible. 

 

(107) 

a. *Keidanren-ga   [Toyota to Nissan]i-ni    sokoi-o  suisensita     (koto/yo) 

Keidanren-NOM Toyota and Nissan-DAT it-ACC   recommended 

'Keidanren (a federation of business groups) recommended iti to [Toyota 

and Nissan]i' 

 

b. *[Toyota to Nissan]i-ga  sokoi-o  suisensita    (koto/yo) 

Toyota and Nissan-NOM it-ACC  recommended 

 

As has been discussed earlier, the conjoined NP in (107) forces the bound 

variable reading for soko.  Hence the unacceptability of (107) is directly 

attributable to condition B effects.44 

 In contrast to the impossible bound variable anaphora indicated in 

(107), the coreference in (108) and (109) seems possible.45 

 

(108) 

a. Keidanren-ga    Toyota-ni    Toyota-o     suisensita (koto/yo) 

Keidanren-NOM Toyota-DAT Toyota-ACC recommended 

'Keidanren recommended Toyota to Toyota.' 
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b. Toyota-ga    Toyota-o     suisensita  (koto/yo) 

Toyota-NOM Toyota-ACC recommended 

'Toyota recommended Toyota.' 

 

(109) 

a. Keidanren-ga    Toyotai-ni   sokoi-o  suisensita (koto) 

Keidanren-NOM Toyota-DAT it-ACC   recommended 

'Keidanren recommended iti to Toyotai.' 

 

b. Toyotai-ga   sokoi-o suisensita  (koto) 

Toyota-NOM it-ACC  recommended 

'Toyotai recommended iti.' 

 

 In discussing the possibilities of the sloppy reading in Japanese in Ch. 

5, we have noted that soko in the structure as in (109) does not yield the 

sloppy reading.  Thus, although the coreference is possible in (109), the 

sloppy reading in (110) is not possible. 

 

(110) 

Keidanren-ga    Toyota-ni    yorimo sakini Nissan-ni     soko-o   

Keidanren-NOM Toyota-DAT than     early   Nissan-DAT it-ACC 

suisensita       (koto) 

recommended 

'Keidanren recommended to Nissan it (i.e. that company) earlier than to 

Toyota.' 

 

Based on the lack of sloppy reading in (110), we must conclude that soko 
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cannot be construed as a bound variable in (109). 

 In the case of English, because it MUST be translated into a variable 

in a configuration like (111) below.  The BVA representation of the sentence 

in (111) violates condition B, which applies at the level after the translation 

into bound variable has taken place. 

 

(111) Nissani recommended iti. 

 

Thus, in my account, (111) is ruled out, not because of a pragmatic reason, 

but because of condition B violation for bound variable anaphora. 

 One remaining instance in which condition B effects seem to obtain for 

coreference is illustrated by the examples in (112). 

 

(112) 

a. *Johni-ga  karei-o  {nagusameta/nagusameteita} (koto) 

John-NOM he-ACC   consoled      was consoling 

'Johni {consoled/was consoling} himi' 

 

b. *Johni-ga   karei-ni nanika-o           {iikikaseta/iikikaseteita} (koto) 

John-NOM he-DAT  something-ACC  told             was telling 

'Johni {told/was telling} himi something' 

 

As noted in Ch. 2, when kare is non-locally bound, the resulting sentences are 

acceptable. 

 As I have noted earlier, xx, sentences like (112) contrast sharply with 

those like (113). 
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(113) 

a. Johni-ga   karei-o  eranda (koto) 

John-NOM  he-ACC   chose 

'Johni chose himi' 

 

b. Johni-ga   karei-ni toohyoosita (koto) 

John-NOM he-DAT  voted 

'Johni voted for himi' 

 

While the judgments vary to some extent, the reported contrast between 

(112) and (113) seems to be observed consistently among speakers. 

 It is clear that the unacceptability of (112) does not fall under the 

proposed account of the condition B effects.  Kare cannot be translated into a 

variable (at least for most speakers) and hence (112) cannot be ruled out on a 

par with (114) in English. 

 

(114) *Johni recommended himi. 

 

The unacceptability of (115), which is in contrast to the acceptability of (116) 

indicates the generality of the relevant phenomenon. 

 

(115) 

a. *Johni-ga  Johni-o  nagusameta (koto) 

John-NOM John-ACC  consoled 

'Johni consoled Johni' 

 

b. *Johni-ga   Johni-ni     nanika-o           iikikaseta (koto) 
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John-NOM  John-DAT  something-ACC told 

'Johni told Johni something' 

 

(116) 

a. Johni-ga   Johni-o      eranda (koto) 

John-NOM  John-ACC   chose 

'Johni chose Johni' 

 

b. Johni-ga   Johni-ni    toohyoosita (koto) 

John-NOM John-DAT  voted 

'Johni voted for Johni' 

 

 Notice that the relevant contrast, which seems to be directly related to 

the selection of the predicates, is observed also in English, as indicated in 

(117) and (118).46 

 

(117) 

a. *Johni consoled Johni. 

b. *Johni tried to convince Johni of something. 

 

(118) 

a. Johni recommended Johni. 

b. Johni voted for Johni. 

 

Again, the judgments seem to vary to some extent; yet the contrast seems 

quite clear. 

 While it is not entirely clear what type of verbs behave like nagusame 
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'console' and what type of verbs behave like suisensu 'recommend', the 

following generalization appears to be diagnostic in distinguishing the two 

types:  If the form in (119) is possible. the verb is like suisensu 'recommend', 

and if not, the verb is like nagusame 'console'.47 

 

(119)  

Johni-wa  matigatte    zibuni-CASE  V-TENSE-ga     sono koto-ni        

John-TOP by mistake  self                             -BUT  that matter-DAT   

{ki-ga tuiteinai/kiga-tuiteinakatta} 

{is not aware      was not aware 

'Johni Verb selfi but he {is not aware/was not aware} of it.' 

 

It thus appears that some notion like "self-awareness" playa a role here.  I 

would like to propose that these verbs are lexically specified, perhaps related 

to their "cognitive structure" or "semantic properties", so that (120a) must 

obligatorily be converted into (120b); cf. Evans' (1977, pp. 270-271, fn. 33).48, 

49 

 

(120)   Lexical Specification for "console" type of Verbs 

a. NPi [√xi [ xi [VP  βi Verb]]]  ==>   obligatory 

 

b. NPi [√xi [ xi [VP  xi Verb]]] 

 

This requirement amounts to stipulate that the locally bound object NP of 

these verbs must be [+a], and it has the effect of accounting for (121) and 

(122). 

 



Ch. 6 
736 

(121) 

a. *Johni-ga   karei-o   nagusameta  (koto) 

John-NOM he-ACC  consoled 

'Johni consoled himi' 

 

b. Johni-ga   zibuni-o   nagusameta (koto) 

John-NOM self-ACC consoled 

'Johni consoled selfi' 

 

(122) 

a. *Johni-ga   karei-o   suisensita  (koto) 

John-NOM he-ACC  recommended 

'Johni recommended himi' 

 

b. Johni-ga   zibuni-o   suisensita  (koto) 

John-NOM self-ACC  recommended 

'Johni recommended selfi' 

 

Suppose it is [-a].  If it is capable of being translated into a variable, it 

violates condition B, and if it is not, then it would be in direct conflict with 

this lexical specification, which states that β in (120a) must be turned into a 

variable. 

 This proposal relates bound variable construal with some notion of 

"self-awareness", as is implied in Evans' discussion (1977, pp. 270-271) 

(although his claim is not this).  In discussing the apparent condition C 

effects for coreference in the following subsection, I will further consider the 

relation between bound variable anaphora on the one hand and 
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"self-awareness" and "logophoricity", as discussed in Kuno (1986), on the 

other. 

 Notice that given the proposal just made, the unacceptability of (112), 

(115) and (117) is not due to condition B, but rather due to the lexical 

specification as indicated in (120). 

 

6.5.2. Condition C 

 

 In the preceding subsection, we have observed that the forms in (123) 

are typically unacceptable 

 

(123)  (with the V being nagusame 'console', persuade, and so on) 

a. Johni-ga Johni-o V    

b. Johni-ga karei-o V 

c. Johni V Johni 

 

I have indicated that this is related to "point-of-view", "self-awareness", etc, 

and proposed that these verbs have certain lexical requirement, as indicated 

in (120).   

 I would like to point out that a similar consideration is called for in 

dealing with one instance of condition C effects for coreference that we have 

not accounted for yet.  Consider the examples in (124). 

 

(124) 

a. *?Johni thinks that Johni is a genius. 

b. *?Johni has confessed that Johni had stolen the money. 
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As pointed out in 6.2.1.2, sentences like (125) are most often provided as 

illustrating condition C effects in English.  Most speakers detect the contrast 

between (124) and (125). 

 

(125) 

a. ?Johni thinks that Johni's brother is a genius. 

b. ?Johni thinks that Chomsky likes Johni work. 

c. Johni ate all the cookies that Mary brought to Johni's apartment. 

 

 It is interesting to note that the Japanese analogues of (124) are also 

rather marginal, as indicated in (126). 

 

(126) 

a. *?/??Johni-wa  [S' Johni-ga   tensai  da to]    omotte iru    yo 

John-TOP      John-NOM genius is  that thinks 

'Johni thinks that Johni is a genius.' 

 

b. *?/??Johni-wa [S' Johni-ga kane-o         nusunda koto]-o    hakuzyoosita  yo 

John-TOP    John-NOM money-ACC stole     fact-ACC confessed 

'Johni confessed that Johni had stolen the money.' 

 

It is, however, hardly motivated to claim that the marginal status of (126) is 

due to condition C effects for coreference.  One reason is that there are 

numerous structures in which a Name can be bound by another Name, as we 

have noted throughout the preceding discussion.  Another reason is that the 

marginality of (126) persists even if we use kare in place of the embedded 

subject John.  The contrast in (127) is noted in Kuno (1987, p. 138). 
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(127) (Kuno's (14.10) with his judgments) 

a. Tarooi-wa zibuni-ga   tensai da  to    omotteiru 

Taroo-TOP self-NOM   genius is  that thinks 

'Tarooi thinks that he is a genius.' 

 

b. ??Tarooi-wa  karei-ga tensai da  to     omotte iru 

Taroo-TOP he-NOM   genius is  that thinks 

'Tarooi thinks that hei is a genius.' 

 

As discussed in Ch. 3, Kuno (1987, p. 138) indicates, in effect, that in a 

configuration such as given in (128), the unmarked option for β is a reflexive 

zibun.  (THINK/SAY stands for "saying and thinking verbs" in Kuno (1987, p. 

138).) 

 

(128) 

[S αι-ga [S' βi-ga VP to] THINK/SAY] 

 

If we translate Kuno's "logophoric" effects into a notion of bound variable 

construal, we may say that β in (128) must be (or perhaps more tends to be) 

translated into a variable in the BVA representation of (128).50  As is 

indicated in Kuno (1987), this seems to apply also to English.  Thus while the 

examples in (124) are marginal, those in (129) are perfect. 

 

(129) 

a. Johni thinks that hei is a genius. 

b. Johni has confessed that hei had stolen the money. 



Ch. 6 
740 

 

Notice that he can be translated into a variable, while kare cannot.  Hence 

the contrast between (127b) and (129) is expected.   

 It thus seems that the marginality of (124) and (126) is not due to 

condition C, but rather to some independent consideration such as is 

indicated above.  Given the assumption that the strength of the tendency for 

β in (128) to be translated into a variable (or alternatively, one may say, how 

"logophoric" a given predicate is regarded) is subject to variation, the 

judgmental differences among speakers on these sentences are also expected. 

 It is significant to note in this connection that the clearest cases of 

condition C for coreference typically involve structures such as given in (124).  

If the marginality (or unacceptability, depending upon speakers) of (124) is 

indeed due to a Name being bound, then we should expect the sentences in 

(125) to be just as bad as those in (124).  That those in (125) are markedly 

better than those in (124) thus clearly indicates that the marginality of (124) 

cannot be simply attributable to the binding of a Name, i.e.  condition C 

violation.  This in turn provides strong support for the Reinhartian approach; 

i.e. condition C does not exist. 

 

6.5.3. Condition D 

 

 The treatment of condition D effects clearly distinguishes my proposal 

from Reinhart's (1983, Ch.3).  Reinhart (1983, Ch. 7) attributes the 

unacceptability of (130) to the pragmatic strategies.   

 

(130)  

a. *hei ate all the cookies that Mary brought to Johni's apartment 
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b. *hei recommended Johni's students 

 

According to the proposal made in Ch. 2, the sentences in (130) are ruled out 

by condition D as formulated in (131), coupled with the rule in (132). 

 

(131) (=(47) in Ch. 3) (from Higginbotham (1983, pp. xx)) 

The Condition on Linking  

      If A c-commands B, A cannot be linked to B. 

 

(132) (=(51) in Ch. 3)  

The Rule of Linking (RL) 

If X and Y are coindexed and X is less referential than Y, X must be 

linked to Z where: 

(i) Z is more referential than or equally referential to Y and  

(ii) Z is coindexed with X and Y.   

 

Thus while Reinhart's (1983) account of (130) is pragmatic, my proposal is 

syntactic.   

 Recall that both Reinhart's and my account regard the effects of 

Condition C (i.e. the condition that states Names must be free) as arising 

from considerations that are not purely syntactic.  The different treatments 

of condition D and condition C, as in my account, seem to be supported by the 

fact that the judgments on sentences like (130) are quite strong and uniform 

cross-linguistically, whereas the judgments on sentences in (133) are much 

more unstable and less uniform cross-linguistically.51 

 

(133) 
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a. (?)Johni ate all the cookies that Mary brought to Johni's apartment 

b. (?)Johni recommended Johni's students 

 

The language acquisition studies such as xx also report that the effects of 

condition D are clearly observed at an fairly early stage.  Treating the effects 

in (130) as syntactic while treading those in (133) as not (purely) syntactic 

thus seems to be well motivated. 

 As to the level at which condition D applies, I argued that it was at the 

level of S-structure, based on the familiar arguments for this conclusion for 

its predecessor (condition C) in Chomsky (1981); cf. Ch. 3, xx.  The issue does 

not seem to be settled, however, especially in light of Lebeaux's account of the 

"anti-reconstruction" effects, as discussed in Ch. 3, xx.52 

 According to the proposal made above, conditions A and B are given in 

UG, and what the child need to learn is the [+a] feature for certain nominal 

categories.  Unless this feature is assigned, in accordance with the way that 

was discussed in Ch. 2, a given nominal category must be [-a], the unmarked 

option, hence being subject to condition B.53  What about the status of 

condition D, in terms of language acquisition?  As in the case of conditions A 

and B, condition D must be part of UG; but what is involved in the 

"acquisition" of this condition is not simply the assignment of a value of one 

feature or another.  We have seen a complex array of data in the preceding 

pages, especially in Ch. 3, indicating that the relevant referential hierarchies 

cannot be related to binding theoretic features.  As briefly illustrated in 

footnote xx (the one preceding this paragraph), it even appears that there is 

an asymmetry in terms of the degrees of referentiality between phonetician 

and linguist.  Thus there appears to be some subtle contrast between (134a) 

and (134b), as indicated below.   
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(134) 

a. ??Which phoneticiani submitted that linguisti's work to LI? 

b. *?Which linguisti submitted that phoneticiani's work to LI? 

 

It seems quite unreasonable to differentiate these two nominals by means of 

some feature.  Note that the relevant difference also seems to be observed 

between (135a) and (135b). 

 

(135) 

a. ??Which scholari submitted that linguisti's work to the government? 

b. *?Which linguisti submitted that scholari's work to LI? 

 

Notice that linguist appears to be "more referential than" phonetician but 

"less referential" than scholar, given the assumption that the contrasts in 

(134) and (135) are real and can be accounted for by condition D.54  

Considerations of this type indicate that the "referential hierarchy" is a 

relative one rather than an absolute one.  As Tim Stowell (p.c.) has suggested 

to me, it seems reasonable to assume that the relevant "hierarchy" is 

computed based on the subset relation between the two given nominals.  John 

is more "referential" than he since what John can possibly denote is a subset 

of what he can possibly denote.55  As also pointed out by Tim Stowell, when 

there is no subset relation, as in the case of sentences like (136), the 

computation must involve the intersection and the complement to the 

intersected part of each set. 

 

(136) 
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a. The professori seems to be disgusted with what we said to the old mani. 

b. *The old mani seems to be disgusted with what we said to the professori. 

c. ?The old mani's admirers seem to be disgusted with what we said to the 

professori. 

 

Notice that the relation between the set that the professor can possibly 

denote and the set that the old man can denote seem to intersect as in (137). 

 

(137) 

 
 

We may say that professor is more referential than old man since B/A is 

greater than B/C.  If this characterization of the "referential hierarchy," 

which is relevant to condition D is correct, then the "acquisition" of condition 

D must involve the computation of the relation of the two sets as indicated 

above. 

 

6.6. Remaining Issues 

 

 A number of issues are left open, some of which have been discussed to 

some extent, and others essentially undiscussed.  In this section, I will very 

briefly point out what appears to be a major issue that I have not discussed in 
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detail at all. 

 In the preceding pages, I have been concerned with various aspects of 

referential dependency between two overt nominal categories.  The proposed 

feature system in Binding Theory is simply [+/- a] and the [+/-p] feature has 

been argued not to belong to this module.  While this proposal, as I have 

argued, is motivated by wide range of empirical considerations, it is not clear 

whether it extends to the case of empty categories.   

 In Chomsky (1982) it is suggested and argued for that the "typology" of 

empty categories mirrors that of overt nominal categories.  The 

correspondences, as argued in Chomsky (1982), are summarized below.  

 

(138)   Chomsky's (1982) Typology of Nominal Categories 

 

                                                  overt                   covert 

[+a, -p]  pure anaphors              e.g. himself          an NP-trace 

[-a, +p]  pure pronominals         e.g. he                   pro 

[-a ,-p]  Names                          e.g. John               a variable (wh-trace) 

[+a, +p]  pronominal anaphors                                PRO 

 

The elimination of the [+/-p] feature will have two consequences.  One is that 

the three-way difference among anaphors, pronominals and Names will now 

be two ways, i.e. anaphors v.s. non-anaphors.  This means, in terms of the 

covert categories, that there will no longer be a distinction between pro and 

(syntactic) variables (i.e. the traces of A'-movement), in terms of Binding 

Theory.56  Furthermore, the distinction can no longer be made between 

NP-trace and PRO.  The PRO theorem cannot be derived.  We must no doubt 

consider carefully the implications of these results; but I cannot take up the 
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task at this point. 

 

6.7. Concluding Remarks 

 

 The dual goals of this present work were stated at the outset of Ch. 1, 

in the form of a passage from the Preface in Kayne's (1975) French Syntax.  

They are (i) to obtain a clear understanding of the grammatical properties of 

a particular language based on proposals in syntactic theory, and (ii) to verify 

and modify, if necessary, those theoretical proposals through detailed 

analyses of a particular language.  One might represent these two goals as in 

(139). 

 

(139)   

a. Theory --> Grammar      

b. Grammar --> Theory 

 

As pointed out in Chs. 1 and 2, the so-called "configurational" aspect of the 

Japanese language, often equated to the postulation of the VP node, was 

motivated based on certain theoretical proposals, namely, that syntactic 

domain is determined based on the configurational notion "c-command" 

(Reinhart (1976, 1983)) and that the relevant phenomenon of referential 

association is sensitive to the syntactic domain of the NP's under discussion.  

In this sense, the demonstration of Japanese as a "configurational language" 

in the early to mid 1980's was an instance of (139a).  I presented in Ch. 2 

evidence that reinforces Saito's (1985) argument that Japanese does provide 

crucial evidence that the "c-command" relation, but not the "precedence" 

relation is crucial in determining the syntactic domain.57  The relevant 
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argument was based on Lasnik's (1986) proposal to divide the standard 

condition C into two parts.  The Japanese data that provided support for 

Lasnik's proposal, however, indicated, upon further considerations, that his 

proposal to relate condition D to Binding Theory cannot be maintained.  The 

interaction among the theoretical proposals and the elucidation of properties 

of particular languages, as reviewed above, are schematically represented in 

(140).  (GJ stands for the grammar of Japanese.) 

 

(140)  For "C-command" and the VP in Japanese 

 

 
 

Among what is not expressed in (140) is one consequence of the feedback from 

GJ ("social titles") to Theory, namely, that the phenomena that are 

comparable to condition D involving social titles are in fact observed in 

English as well; cf. the discussion in the preceding section and xx in Ch.3.  In 

this sense, an aspect of the grammar of English was clarified based on the 

investigation of the condition D phenomenon in Japanese, which was in turn 

based on the theoretical proposal made in Lasnik (1986).  Similar remarks 

apply to other areas of inquiry presented above, e.g. the proposal that 

condition D is a condition on linking. 

 The interactions among theoretical proposals and grammars of 
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particular languages, with respect to condition B, are schematized in (141).  

(GE stands for the grammar of English.) 

 

(141)   Condition B for [-a], and only for Bound Variable Anaphora 

      

    

 
 

The standard binding theory, in its earlier formulations, is applied to 

Japanese in Oshima (1979).  It is not clear that the theory is confirmed by the 

relevant Japanese data, with respect to condition B.  As indicated above, the 

Japanese data on condition B for coreference, despite the claim made in 

Oshima, seem murky.  There was already an indication at this point (i.e. in 

Ch. 2), where coreference is the topic of discussion, that condition B holds of 

[-a] categories rather than [+p] categories.  Reinhart's proposal that binding 

conditions regulate only bound variable anaphora has received strong 

confirmation in the grammar of Japanese.  This in turn constitutes strong 

argument against the standard view of binding conditions.  The results 
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obtained in the examination of the Japanese grammar have given rise to a 

theoretical claim that condition B holds of [-a] categories and only in the case 

of bound variable anaphora.  This proposal has been shown to be verified in 

the grammar of English.  The preceding discussion is intended to illustrate 

this point. 

 Both in the case of the proposed distinction between bound variable 

anaphora and coreference (and in particular, the claim that binding 

conditions regulate only the bound variable anaphora) and in the case of the 

claim that condition B holds of [-a] categories, the relationship between the 

theory and grammars is like (142).   

 

(142) 

      T --> GJ --> T --> GE 

 

That it, an aspect of the grammar of Japanese is investigated based on a 

certain theoretical proposal.  The result of this investigation then leads us to 

modify the proposal.  The revised theory then sheds new light on the 

grammar of English, and this in turn supports the validity of the modification 

of the theory, put forth by the investigation of Japanese.   

 The mutual relation between theory and the grammar of a particular 

language in terms of impact to each other is represented schematically in 

(143). 

 

(143) 
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As is indicated (143), the grammar of Japanese and the grammar of English, 

for example, interact with each other, being mediated by theory. 

 The research strategy in generative grammar, stated in Kayne (1975, 

xx) has thus proven to be profitable.  In the course of the discussion, it has 

also turned out that the verification of a theoretical claim based on a 

particular language often requires rather involved analyses of the relevant 

aspects of the grammar of this language; cf. the discussion in Ch. 5, in which 

the Japanese stripping was identified as being qualified as a construction 

that can reliably be used to test the availability of a sloppy reading.  Once 

detailed analyses are completed, they often yield new insights into the 

theoretical proposal, in terms of a number of different considerations, such as 

language acquisition and the analyses of similar phenomena in other 

languages.  As is made clear in the discussion in this chapter, certain aspects 

of UG are more easily detectable in one language than in another.  For 

example, the isolation of condition B effects for bound variable anaphora was 

much clearer in Japanese than in English, for the reasons indicated above.  

This makes even greater the necessity and significance of comparative 

syntax; when a discover is made in one language, we are obtaining insight 

into many more languages and in fact into Universal Grammar. 
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Notes to Chapter Six 
                                            

1 Reinhart (1983, p. 159)  assumes that anaphors (called "R-pronouns" there) "are 

interpretable only as bound variables."  Hence her claim with respect to condition A must be 

true by assumption.  While the unexpected instances of the "strict" reading for reflexives, 

discussed in Sag (1976, pp. xx) and chapter 5, might turn out to be problematic for (at least a 

simplistic interpretation of) this assumption, no further discussion will be given here on this 

issue.   

2 See Chomsky (1981, p. 193 and footnote 45).  Chomsky's exposition there seems to 

anticipate the reinterpretation of the relevant data as indicated here. 

3 It must also be recalled that overlapping coreference seems to be subject to the local 

disjointness requirement that is identical to that of condition B.  The relevant contrast is 

illustrated by the English examples in (i) and (ii) below. 

 

(i)  The soldiers think that the general admires the officers' work. 

 

It was pointed out in 2.10 that many speakers find the overlapping coreference in (i) possible 

(contra Lasnik (1976, p.x)) while disallowing that in (ii) (as in Chomsky (1973, p. x) and 

Lasnik (1976, p.x)). 

 

(ii) 

a. The soldiers shot at the officers. 

b. The soldiers admire the officers. 

 

The contrast between (i) and (ii) is consistent with the view that Names are also subject to 

condition B effects, as indicated in (1a).  Note, however, that to the extent that the condition 

B effects in (ii) are real, a question will remain, in light of the discussion below, as to 
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whether the relevant "dependency" or "referential association" is that of "coreference."  

4 Following Ueyama (1990), I supply to wa, in addition to koto, at the end of  each 

sentence.  The typical interpretation of S plus to wa is as indicated in (i). 

 

(i) John-ga     kita   to        wa 

John-NOM came COMP CONT 

'I am surprised that John came.' 

 

It appears that odoroita 'I am surprised' (or its equivalent) is omitted after to wa in (i).  The 

addition of to wa is intended to have the same effect as adding koto at the end of the 

sentence.  See footnote xx in Ch. 2 for the effect of the addition of  koto to the sentence.  

5 It is not entirely clear what type of verbs behave like nagusame 'console' and what 

type of verbs behave like suisensu 'recommend'.  The following generalization appears to be 

diagnostic in distinguishing the two types.  Namely, if the form (i) is possible. the verb is like 

suisensu 'recommend' and if it is not,  the verb is like nagusame 'console'. 

 

(i) Johni-wa  matigatte    zibuni-CASE  V-TENSE-ga     sono koto-ni        

John-TOP by mistake self                               -BUT  that matter-DAT   

kiga {tuiteinai/tukanakatta} 

{is/was} not aware  

'Johni Verb selfi but he {is/was} not aware of it.' 

 

 Since some verbs, such as aisite 'is in love with' and sonkeisu 'respect', do not 

naturally allow the locally bound zibun, as is well known, sentences like (ii) cannot be used 

as crucial examples in the context of the present discussion. 
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(ii) 

a. *John-ga      karei-o  aisiteiru (koto) 

John-NOM he-ACC   loves 

'Johni loves himi.' 

 

b. *Johni-ga    karei-o  sonkeisiteiru (koto) 

John-NOM he-ACC  respect 

'Johni respects himi.' 

 

Notice that the sentences in (iii) are marginal, at best. 

 

(iii) 

a. *John-{ga/wa}  zibuni-o  aisiteiru ({koto/yo}) 

John-NOM       self-ACC  loves 

'Johni loves selfi.' 

 

b. *Johni-{ga/wa}  zibuni-o  sonkeisiteiru ({koto/yo}) 

John-NOM        self-ACC  respect 

'Johni respects selfi.' 

 

In other words, in light of the marginal status of (iii), it is not clear whether the contrast 

between (ii) and (iv)can be directly related to condition B. 

 

(iv) 

a. John-ga      karei-no hahaoya-o  aisiteiru (koto) 

John-NOM he-GEN-ACC              loves 
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'Johni loves hisi mother.' 

 

b. Johni-ga    karei-no sidookyookan-o   sonkeisiteiru (koto) 

John-NOM he-GEN   supervisor-ACC  respect 

'Johni respects hisi supervisor.' 

 

 I note, in passing that bound variable construal for a nominal like soitu is not 

possible in sentences like (v). 

 

(v) 

*[subete-no gengogakysya]i-ga soitui-o        sonkeisiteiru  (koto) 

  all-GEN     linguist-NOM        the guy-ACC  respect 

'[all the linguist]i respect the guyi' 

 

When soitu is not bound in its local domain, the bound variable construal is possible; cf. the 

examples in xx, as noted earlier in Ch. 4,  

6 The differentiation between coreference and bound variable anaphora with respect 

to condition B was not made in Oshima (1977), Kuno (1986) and Ch. 2 of this book.   

7 A formal account of the contrast between (15b) and (16b) will be given in 6.4. 

8 The "disjointness effects" indicated in (i), as compared to (ii), must therefore be 

accounted for independently of condition C.   

 

(i) *Johni consoled Johni. 

 

(ii)  

a. ?Johni consoled Johni's brother. 
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b. Johni consoled himselfi. 

9 As noted in Lasnik (1986) and discussed in Ch. 2, the Japanese counterpart of (21) is 

acceptable. 

10 In the "standard" literature such as Chomsky (1981, p. 193) and Lasnik (1986, p. 

149), sentences like (i) are judged ungrammatical. 

 

(i)  

a.  *Johni said that Johni would win.  (Chomsky's (25ii) with the judgment there) 

b. *Johni regrets that Johni wasn't chosen.  (Lasnik's (3)with the judgment there) 

 

While sentences like (ii) have also been cited as ungrammatical in the "standard" literature, 

the most typically cited "examples of condition C violations" are sentences like (i). 

 

(ii)  

a. *Johni thinks that I admire Johni.  (Lasnik's (1986, 149) (4) with the judgment there) 

b. *Johni can't stand Johni's teacher.  (Lasnik and Uriagereka's (1988. p. 39) (36a)with the 

judgment there) 

11 In 5.8, (26b) and (26c) are marked "??" representing the judgments of the "more 

conservative" speakers.  The speakers who find (26b) and (26c) completely acceptable, still 

find (26a) unacceptable.  Thus for those speakers, the contrast between (26b) and (26c) on 

the one hand and (26a) on the other is quite sharp. 

12 If this is a reasonable assumption to make, it indicates that the notion of 

"referentiality" relevant to condition D is independent of the semantic notion of 

referentiality, at least insofar as we assume that condition D holds at S-structure and not at 

LF.  Cf. the discussion in 3.5. 

13 The unacceptability of (i) indicates that the subject every logician c-commands  that 
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logician in (32), excluding the possibility of reducing (32) to cases such as (ii). 

 

(i) *hei was walking with a boy near that logiciani's house 

 

(ii) (Hoji (in press)) 

every syntactician's mother thinks that the poor s.o.bi has chosen the wrong field.  

 

 

(ii) is an instance of Indirect Binding of Haik (1984) and Spec Binding of Reinhart (1987). 

 The sentence in (iii) indicates that the use of near is not crucial in this example. 

 

(iii) [Every logician]i thinks that the theory of truth [that logician]i has devised is the best in 

the world. 

14 The problems noted in 6.2.2.2 still remain.  I will discuss them in 6.5. 

15 Given the observation that that logician, for example, may function as a bound 

variable, one would naturally expect that it may serve to yield a sloppy reading.  It in fact 

appears that sentences like (i) do allow the sloppy reading. 

 

(i) The Harvard logician tends to recommend that logician's student for the best job available 

in the field; and the MIT logician does too. 

 

The sloppy reading for that logician seems possible (at least with the type reading for the 

Harvard logician and the MIT logician). 

16 If Higginbotham's (1983) example in (i) may also be analyzed as an instance of 

condition D violation, the possibility pointed out by Hiroaki Tada (p.c.), the contrast between 

(i) and (ii) may be considered as deriving from the difference between bound variable 
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anaphora and coreference.  

 

(i) *Which pictures of which linguisti did hei think that Susan wanted to see? 

 

(ii) ??Which pictures of Johni did hei think that Susan wanted to see? 

 

There are a few complications in regard to the contrast between (i) and (ii) that are relevant 

to our present discussion.  One is that the status of (ii) is not entirely clear.  Lebeaux (1988, 

1989) argues that (ii) does not allow coreference while Roberts (1985) argues to the contrary; 

cf. the discussion in xx.  The other complication has to do with the effect of WCO.  That is, 

the absence of the required configuration in (i) for variable binding results in the so-called 

WCO violation.  Suppose that one argues that the difference in acceptability between (i) and 

(ii) is due to the difference between bound variable anaphora in (i) and coreference (ii), in 

terms of condition D.  Then one must be able to isolate the effects of condition D for bound 

variable anaphora in (i), teasing them apart from the effects of WCO.  But this is not an easy 

task, and I will not pursue this issue further in my present work. 

17 Reinhart, however, specifically states (p. 158): 

 

For convenience, [(38)] is stated as an actual coindexing mechanism.  However, as 

we will see directly, it can be stated equally well as an output condition on free 

coindexing, along the lines of Chomsky (1981). 

 

She also notes there that nothing in her analysis hinges on the choice of "minimal governing 

categories" for the relevant domain. 

 

18 Reinhart (1983, C.3) does not consider reciprocals.   
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19 While the unavailability of the coreferential reading in (40c) makes it difficult, we 

can see that (40d), but not (40c) yields the relevant bound variable reading, based on the 

sloppy identity test as used in Reinhart (1983, Ch. 7) and in Ch. 5.  Thus while (ia) can mean 

(iia), (ib) cannot mean (iib); cf. Y. Kitagawa (1989). 

 

(i) 

a. John thought that Mary had recommended him; and so did Bill. 

b. John recommend him; and so did Bill. 

 

(ii) 

a. [S' John (λ x (x thought that Mary had recommended x))] and 

    [S' Bill (λ x (x thought that Mary had recommended x))] 

 

b. [S' John (λ x (x recommended x))] and [S' Bill (λ x (x recommended x))] 

 

 

20 As will be discussed later, restricting the bound variable construal to "pronouns" is 

problematic.  At an informal level, the fact that that logician in an earlier example in (32) 

from Evans (1977) appears to be construed as a bound variable poses a problem since that 

logician is, intuitively, not a pronoun.  At a formal level, the acquisition of the feature [+p] 

would be a problem for this, as discussed in detail in Ch. 2. 

21 These speakers, however, still find the slight contrast between (i) and (ii), as 

indicated below.  (Check on this.) 

 

(i) ?Johni recommended Johni's student. 

(ii) Johni's teacher recommended Johni. 
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22 In the following discussion, I will not be concerned with the experimental methods 

by which acquisition researchers have arrived at the relevant conclusions.  The argument to 

be given below, which is in part based on the introspective judgments of the Japanese adult 

speakers (on the relevant Japanese sentences), can be taken as supporting evidence for the 

experimental result as indicated in (56). 

23 Grimshaw and Rosen (1990), on the other hand, argue that binding conditions are 

NOT restricted to bound variable anaphora.  As to the status of (56a), they suggest that 

children use the pronouns as "emphatic pronouns", and that the "emphatic pronouns" are 

not subject to condition B.  In the absence of an explicit characterization of "emphatic 

pronouns", however, their proposal is difficult to evaluate.  One might attempt to equate 

"emphatic pronouns" to "demonstrative pronouns" and demonstrative nominals in general.  

While this seems to be a promising way to characterize "emphatic pronouns", it fails to 

account for the full range of phenomena, as will be discussed below. 

 As indicated above, they suggest that "[t]he high rejection rate for [(56b)] reflects a 

high rejection rate for pronouns as bound variables."  As also noted above, a subsequent 

acquisition study such as reported in Chien and Wexler (1989) indicates that it is not the 

case that the children in general reject pronouns as bound variables. 

24 I am simplifying the relevant data, especially with respect to (61a) and (62a).  The 

acceptable status of (61a) signifies that the children's performance in the relevant 

experimental tasks indicate that they do not systematically rule out the coreference reading 

in sentences of this sort.  Similarly, the acceptable status of (62a) indicates that sentences of 

this type tend to be accepted by native (adult) speakers of Japanese, to varying degrees.  

This simplification (or purification) of the data is not merely for the purposes of exposition.  I 

am in fact claiming that this interpretation of the data reflects the relevant principles of 

grammar under investigation. 

25 As indicated in Sportiche (1986), (60b) is more offensive than (60a); such difference is 
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suppressed here. 

26 Grimshaw and Rosen's (1990) account of (61a) does not seem plausible either.  Recall 

that, according to them, (61a) is acceptable since the children use the pronouns as "emphatic 

pronouns," and "emphatic pronouns" are not subject to condition B.  Kare in (62a) does not 

seem particularly emphatic at all.  See footnote xx above. 

27 Recall that Reinhart (1983, p. 158) states that "[(63)] can be stated equally well as an 

output condition on free coindexing, along the lines of Chomsky (1981).  If we assume free 

indexing, and filter out the indexing that would not be obtained by (63), we have the same 

result.  That is, by the time we apply the translation procedure for bound anaphora, none of 

the examples in (60), (61) and (62) are allowed to have the indexing as indicated there.  

Hence none of them will undergo the translation procedure. 

 Notice that (63), when stated as a filtering condition, would not allow two NP's to be 

coindexed with each other unless one c-commands the other.  Furthermore, of the two 

relevant NP's, the c-commanded one must be a pronoun or an anaphor.  These two "features" 

of (63) will later be argued to be in direct conflict with the proposal to be made below as well 

as with the relevant empirical generalizations that motivate this proposal. 

28 Under this approach, the relevant level for Binding Theory is "after" LF, e.g. what is 

sometimes called as LF'; cf. xx.  Given (1a) and (1c) in 6.1, conditions A and B apply at this 

level.  The relevant level for condition D might be different, however, since it is not 

considered to be part of Binding Theory. 

29 As noted earlier, the rule in (64) is intended to operate as follows. 

 

This rule thus operates in the S' domain and λ-abstracts on the antecedent, i.e. 

that NP in a set of coindexed NPs which c-commands the others (which can only be 

pronouns, given the coindexing procedure [(63)]), and converts all other pronouns 

in this set to variables bound by the λ operator.  The antecedent (β in [(64)]) can be 
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any NP (definite, quantified or a pronoun) as long as it c-commands the pronoun it 

is coindexed with.   (Reinhart (p. 160)) 

 

30 The indexing in (67) and that in (i) can be obtained either (i) by retaining the 

coindexing procedure in (63), but without the (a) and (b) clauses, or (ii) by assuming free 

indices. 

 

(i) *Johni thinks that Mary recommended himselfi. 

 

If the former option is adopted, then the coindexing procedure would continue to function as 

a licensing condition for bound variable construal for α being bound by β; i.e., only when α is 

c-commanded by β, α may be translated into a variable bound by β (putting aside the cases 

that involve "indirect binding" (Haik (1984)) and "Spec binding" (Reinhart (1987))).  Without 

the (a) and (b) clauses, it no longer enforces the "locality restrictions" of condition A and 

condition B.  Rather, conditions A and B apply after the translation procedure in (64) has 

taken place. 

 As long as we maintain the analysis of condition D, as proposed in Ch. 3, we must 

allow free indices, irrespective of c-command.  For, according to this proposal, linking 

process takes place based on coindexation and it must be possible for two coindexed NP's 

that are not in a c-command relationship to be linked.  

 (The following part will be rewritten.)  This in turn means that the "c-command" 

condition on bound variable construal must be stated independently of the indexing 

mechanism of the type in (63) without the (a) and (b) clause.  We may follow Reinhart (1983) 

and assume that the relevant level of representation for this condition is at S-structure.  

Then we must have a mechanism that marks every c-command relation among Nmax within 

the sentence.  This then amounts to the coindexing procedure in (63). 
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 But there are two important differences between (63) and the proposal under 

discussion.  One is that this proposal does not have the (a) and (b) clauses.  (The effects of 

these clauses are shifted to LF (or to LF').  The other is that, as has been indicated, the 

indexing process now under discussion is not limited to instances that involve a pronoun.  

I.e., we can coindex two Names.   

 Alternatively, we may also assume that the relevant c-command requirement for 

bound variable construal is to be stated at LF or at LF'.  As far as the simple sentences of the 

sort that we have been considering are concerned, the choice between these two alternatives 

seems immaterial.   

31 That Binding Theory applies at LF has been argued for in Aoun (1986), May (1989), 

Fiengo and May (1990) and Y. Kitagawa (1989); cf. also the references therein.  There are a 

number of issues that are related to this this proposal.  Among the interesting and very 

relevant proposals in this connection are Barss' (1986) chain binding, which we might need 

independently of the procedure under discussion here, and Lebeaux's (1989, 1990) proposal 

on "licensing" conditions and "filtering" conditions, coupled with his proposal on the nature 

of "projection" and "adjunction".  See Ch. 3 for a brief discussion of Lebeaux's (1989, 1990) 

proposal. 

32 Furthermore, under this assumption, sentences like (ia) would have to be ruled out 

as an instance of WCO violation, due to the failure of John to c-command his at S-structure, 

analogous to (ib). 

 

(i) 

a. hisi student recommended Johni 

b. *hisi student recommended no onei 

 

33 Among the issues that this chart does not refer to are: 
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(i) that N' v.s. the N' 

(ii) ku N' in Korean 

 

The issue in (i) is perhaps related to the distinction between that and it.  See Kaplan (197?).  

34 It is not clear that the types of variations under discussion are entirely due to 

different specification of these nominal expressions.  I suspect it to be the case that a portion 

of the variations can be attributed simply to "preferences," which is perhaps based on 

pragmatic considerations. 

35 Of course, this exposition is rough, since there in English need not be a member of 

(D). 

36 There are no occurrences of him or her as expletives, unlike it.  Thus the subtle 

difference between it on the one hand, and him and her on the other, as noted above, may be 

tranced back to this difference. 

37 A similar problem has been noted, as indicated before, for Reinhart's (1983) 

pragmatic account of disjointness effects for coreference; cf. Lasnik (1986, p. x).   

38 Recall that in Reinhart 's(1983, Ch. 7) analysis, only pronouns and reflexives may be 

translated into variables, due to the restriction on her coindexing mechanism; cf. xx.   If (94) 

must indeed be represented as (95), it therefore constitutes strong evidence against this 

particular aspect of her analysis.  The same point can be made based on Hornstein and 

Weinberg's (1987) examples, in which "anaphoric epithets" are bound by quantified NP's. 

39 The sentence in (i) seems worse than (96a). 

 

(i) 

*Every logiciani recommended the logiciani. 
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This is related to the issues that we left undiscussed in connection with the chart in the 

preceding section (p.xx). 

40 The conclusion in (ii) was made in Ch. 2, regarding coreference.  However, the 

preceding discussion clearly indicates that condition B holds of bound variable anaphora but 

not of coreference.  In 6.5 I will return to the Japanese data in Ch. 2 that motivated condition 

B for coreference. 

41 Among the other arguments advanced against Reinhart's pragmatic account for 

coreference are: 

 

(i)  

a. No Other Ways to Express Coreference 

b. The Failure of Complementarity 

c. The Strict Reading (as opposed to the sloppy reading) 

 

 The logic of the argument in (ia) is that even when there is no alternative way of 

expressing the "coreference" with exactly the same "meaning," coreference is not possible.  

e.g. (i)  "anaphoric epithets", allegedly may not be bound and (ii) the overlapping coreference 

such as in we like me is allegedly impossible.  (Lasnik (1986))  However, as I have argued 

above, it is possible for the so-called anaphoric epithets to be bound.  Furthermore it is not 

clear that (ii) is completely unacceptable (ii). 

 

(ii) They recommended him.  (they includes him) 

 

Most speakers accept sentences like (ii) (cf. xx) and it appears that what is not possible in (ii) 

is the interpretation that includes "he recommended himself."  Similarly, (iii) seems 

acceptable to the extent that it is possible to interpret it as not involving the sense of "I 
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recommended myself." 

 

(iii) We recommended me. 

 

The argument in (104b) is an instance of (ib), given in xx.   

 What is indicated in (ic) is that if the bound variable anaphora must be chosen, as a 

"pragmatic" strategy, then we would wrongly expect that the strict reading is not possible, in 

the "discourse-deletion" context.  (Lasnik (1986))  If the account of the strict reading briefly 

suggested in 6.4 turns out to be tenable, (ic) ceases to be a problem .  

 The argument in (104a) can be added to this list as (iv). 

 

(iv) No Bound Variable Alternatives 

 

As noted in the text, even when the bound variable option is not allowed, coreference is not 

possible. 

42 Recall that the structure in (i) is assumed as the VP-internal structure, as in Hoji 

(1985, 1987). 

 

(i) [VP NP-DAT [V' NP-ACC   V]] 

 

Hence, the indirect object NP c-commands the direct object NP.  Cf. Hoji (1985, 1987) as well 

as Ch. 2 for arguments for this structure.  

43 I add yo at the end of the sentence, to avoid the complications that might arise due to 

the possibility of what Kuroda (1972) calls a "narrative" or "non-reportive" style. 

44 As noted, it is not immediately clear what form can be used as a reflexive in place of 

soko.  One possible candidate for it is zisya '(lit) self-company' and it may be used in place of 
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soko in (107b).  However, it cannot be used in place of soko in (107a), in which its intended 

antecedent is not in a subject position. 

45 See the discussion in xx for some complication that has to do with the compatibility 

between Names and members of the so system.  Due to such complications, the examples in 

(109) might not be fully acceptable for some speakers.  The relevant contrast can be 

illustrated also by the paradigms given below. 

 

(i) 

a. [A sya to B sya]i-ga                     soko-no kogaisya-o         suisensita (koto) 

Company A and Company B-NOM it-GEN  subsidiary-ACC recommended 

'[Company A and Company]i recommended itis subsidiary companies' 

 

b. *[A sya to B sya]i-ga                     soko-o   suisensita (koto) 

Company A and Company B-NOM it-ACC  recommended 

'[Company A and Company]i recommended iti' 

 

(ii) 

a. Keidanren-ga    [A sya to B sya]i-ni                     sokoi-no kogaisya-o         suisensita (koto) 

Keidanren-NOM Company A and Company B-DAT  it-GEN  subsidiary-ACC 

recommended 

'Keidanren recommended itis subsidiary companies to [Company A and Company]i' 

 

b. *Keidanren-ga   [A sya to B sya]i-ni                      sokoi-o   suisensita (koto) 

Keidanren-NOM Company A and Company B-DAT  it-ACC  recommended 

'Keidanren recommended iti to [Company A and Company]i' 
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(iii) 

a. A syai-ga             {sokoi/sokoi-no kogaisya}-o         suisensita      (koto) 

Company A-NOM   {it/it-GEN        subsidiary-ACC  recommended 

'Company Ai recommended {iti/itis subsidiaries}' 

 

b. Keidanren-ga    A-syai-ni          {sokoi/sokoi-no kogaisya}-o         suisensita      (koto) 

Keidanren-NOM Company A-DAT  it/it-GEN         subsidiary-ACC   recommended 

'Keidanren recommended {iti/itis subsidiaries} to Company Ai' 

 

46 The relevant difference that is due to the use of the two types of verbs can be 

illustrated also by the following examples. 

 

(i)  (pointing at the same person) 

a. That guyi was trying to recommend that guyi to someone. 

b. *?That guyi was trying to convince that guyi of something. 

  

Barry Schein (p.c.) has pointed out that the judgments change depending upon whether 

there are two pointing actions (at the same person).  According to him, when there are two 

pointing actions, then the judgements are as indicated in (i); but when there is one pointing 

action, accompanying the first linguistic occurrence of that guy, then (ia) becomes less 

acceptable while (ib) will become more acceptable.  This subtle difference raises questions 

that have to do with conflicting requirements; no further discussion will be given here, 

however. 

47 Incidentally, some verbs, such as sonkeis 'respect', tend not to allow the locally 

bound zibun; cf. xx for earlier discussion of such phenomena.  Thus, not only (i) but (ii) are 

quite odd.   
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(i) 

a. *?John-ga   karei-o  aisiteiru (koto) 

John-NOM he-ACC  loves 

'Johni loves himi.' 

 

b. *?Johni-ga   karei-o  sonkeisiteiru (koto) 

John-NOM he-ACC  respect 

'Johni respects himi.' 

 

(ii) 

a. *?John-{ga/wa}  zibuni-o  aisiteiru ({koto/yo}) 

John-NOM       self-ACC  loves 

'Johni loves selfi.' 

 

b. *?Johni-{ga/wa}  zibuni-o  sonkeisiteiru ({koto/yo}) 

John-NOM        self-ACC  respect 

'Johni respects selfi.' 

 

In light of the marginal status of (ii), it is not clear that the contrast between sentences in (i) 

and those (iii) can be directly related to condition B, despite the fact that the former involve 

locally bound instances of kare while the latter involve non-locally bound instances of kare. 

 

(iii) 

a. John-ga      karei-no hahaoya-o     aisiteiru (koto) 

John-NOM he-GEN   mother-ACC   loves 
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'Johni loves hisi mother.' 

 

b. Johni-ga    karei-no sidookyookan-o   sonkeisiteiru (koto) 

John-NOM he-GEN   supervisor-ACC  respect 

'Johni respects hisi supervisor.' 

 

 One may stipulate that, due to their lexical properties, these verbs do not allow the 

VBA representation as in (iv). 

 

(iv) NPi-ga [√x [ x(-ga) x(-o) Verb]]] 

 

That is, the internal argument of these verbs cannot be translated into a variable bound by 

an operator within the minimal clause dominating them.   However, while this stipulation 

make the description of (ii)possible, it does not account for (i).  Why is the coreference in (i) 

disallowed?  It seems that what has to be specified in the case of these verbs is not as general 

as what has to be specified in the case of the verbs such as console.  For example, it might be 

the case that among the lexical meaning of sonkeis 'respect' is the exclusion of "self-respect." 

 I note, in passing, that bound variable construal for a nominal like soitu is not 

possible in sentences like (v). 

 

(v) 

*[subete-no gengogakusya]i-ga soitui-o       sonkeisiteiru  (koto) 

  all-GEN     linguist-NOM        the guy-ACC  respect 

'[all the linguists]i respect the guyi' 

 

As noted earlier in Ch. 4, when soitu is not bound in its local domain, then the bound 
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variable construal is possible; cf. the examples in xx. 

48 Evans (1977, pp. 270-271) suggests that the distinction between (i) and (ii) be made 

in part based on the assumption that (ii) is "derived from the oratio recta  sentence:  'John 

thinks "I am under suspicion"'. 

 

(i) John thinks that John is under suspicion. 

(ii) John thinks that he is under suspicion. 

 

As indicted in his footnote 33, this analysis seems to be directly related to Kuno's (1972) 

direct discourse analysis.  Cf. also the paper by G.E.M. Anscombe.  According to which 

Evans, "[t]his proposal is essentially made in Anscombe (1975, p. 47)." 

49 This perhaps is too strong a statement, since the judgments are not as clear as this 

statement indicates.  I am thus providing (120) as a rough characterization of the relevant 

lexico-semantic properties of verbs like nagusame 'console'. 

50 It it were the case that the translation of β into a variable in (128) is obligatory, then 

the sentences in (124), (126) and (127b) should be completely ungrammatical.  The fact that 

these sentences are accepted to varying degrees among speakers indicates that the structure 

in (128) TENDS to be, rather than MUST be, interpreted as that of bound variable construal  

 The consideration of this sort applies to the translation in (120); hence, as noted in 

footnote xx (around there), the translation process should not be obligatory.  It must be 

stated as a tendency. 

51 Lasnik (1986) argues that the cross-linguistic variations regarding the status of the 

sentences like (133) are due to the parameter encoded in condition C.  As I argued in Ch. 2, 

however, such an account does not seem well-motivated. 

52 There are many other considerations that are relevant in this regard.  Consider, for 

example, the sentences in (i) and (ii). 
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(i)  

a. ??Every syntacticiani praised that linguisti's work very highly. 

b. ??Every syntacticiani has a tendency to hate someone who criticizes that linguisti's work. 

 

(ii) 

a. ?Which syntacticiani praised that linguisti's work very highly? 

b. ?Which syntacticiani has a tendency to hate anyone who criticizes that linguisti's work? 

 

While sentences like (i) and (ii) (and other similar sentences such as involving a pair of 

surgeon and doctor) are judged acceptable to varying degrees among speakers, those in (iii) 

and (iv) seem to be unacceptable. 

 

(iii) 

a. *Every linguisti praised that syntacticiani's work very highly. 

b. *Every linguisti has a tendency to hate anyone who criticize that syntacticiani's work. 

 

(iv) 

a. *Which linguisti praised that syntacticiani's work very highly? 

b. *Which linguisti has a tendency to hate anyone who criticizes that syntacticiani's work? 

 

 It seems plausible that the unacceptability of (iii) and (iv), as compared to (i) and (ii), 

is attributable to the violation of condition D, given the assumption that syntactician is more 

"referential" than linguist; cf. 2. 11.  Notice that, loosely speaking, syntactician designates a 

set that is a subset of the set that linguist designates.  As will be pointed out, this seems to 

be a crucial factor in the determination of the relative "degree" differences in terms of 
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referentiality. 

 While it seems reasonable to assume that syntactician is more referential than 

linguist, it is not clear how we can express that that syntactician is more referential than 

every linguist.  If we assume that condition D is violated in the representation as given in 

(v), it seems possible to maintain the analysis of condition D for the unacceptability of (i) and 

(ii).   

 

(v) {every/which} x [ [NP x linguist]  [VP ... [NP x syntactician] ...]] 

 

If the referential value (or the denotation) (not the degree of "referentiality" that is relevant 

to condition D) of an NP resides in D(eterminer) as in the so-called DP analysis (xx, xx, and 

xx) this seems to be a reasonable way to capture the condition D effects in (i) and (ii).   

 Now, consider the examples in (vi) and (vii). 

 

(vi) 

a. ??Every syntacticiani's spouse praises that linguisti's work very highly. 

b. ??Every syntacticiani's spouse has a tendency to hate anyone who criticizes that linguistis 

work. 

c. Which syntacticiani's spouse praises that linguisti's work very highly? 

d. Which syntacticiani's spouse has a tendency to hate anyone who criticizes that linguistis 

work? 

 

(vii) 

a. *Every linguisti's spouse praises that syntacticiani's work very highly. 

b. *Every linguisti's spouse has a tendency to hate anyone who criticizes that syntacticianis 

work. 
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c. *Which linguisti's spouse praises that syntacticiani's work very highly? 

d. *Which linguisti's spouse has a tendency to hate anyone who criticizes that syntacticianis 

work? 

 

While the judgments seem even more subtle and unclear in here than in the earlier 

examples, some speakers seem to detect the contrast as indicated above.  If this contrast is 

real and if it turns out that the unacceptability of (vii) is due to condition D, it would 

constitute evidence that condition D applies at LF (as well as at S-structure, because of the 

earlier considerations noted in Chomsky (1981) and discussed in Ch. 3).  But the relevant 

judgments seem very delicate and I leave further discussion of the sentences like these for 

further studies. 

53 I leave it an open question how to analyze the so-called long distance anaphors in 

terms of language acquisition; cf. the discussion in Ch. 2.  See also x, xx and xxx, for much 

relevant discussion on this issue. 

54 It is necessary to show that the relevant contrasts are sensitive to c-command.  That 

is, if the relevant contrasts are real and are due to condition D, rather than simply due to 

precedence, we must demonstrate that phonetician may precede linguist, as long as the 

former does not c-command the latter.  The relevant judgments are murky and I will not 

attempt to establish this here. 

55 In this sense, it does not make sense to say that Mary is more referential than he, 

although Lasnik's analysis would entail this proposition. 

56 Recall that I have suggested that strong crossover can be reduced to condition D.  If 

this suggestion turns out to be tenable, then the remaining difference between pro and the 

trace of A'-movement can perhaps be accounted for in terms of Bounding Theory.  

57 Saito's argument was constructed after Reinhart's (1976, 1983) argument to this 

effect, based on Malagasy.  The evidence I presented in Ch. 2 can thus be considered as 
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reinforcement of Reinhart's (1983) argument. 
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